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Abstract

In this paper we develop physics informed neural network model to obtain parameters of the multimeter design. We design
the voltage and current of the multimete r. We consider d ge ometry of leng th 0.5 m. e area is 0.025 m 2. e model us-
es generaliz ed partial l equ ation (PDE ) that are included in the neural netwo rk. Our distributed neural network
are trained. We use 10 train sets to calcula te the voltage. e train set 1 have input variables [grid location, voltage and con-
centration]. Each train set have 100 rows. It is due to the grid points. We have 300 numbe rs in the train 1 . We have 3000
numbers in our training data of 10 . e concentration are varied in this fashion [Trai n 1 = 1000 mM, Trai n 2 = 1 mM,
2 mM, 5 mM, 10 mM, 20 mM, 50 mM, 100 mM, 200 mM and Trai n 10 = 500 mM]. e model predicts for 1 test set. e
test set have [grid location and new concentrati on]. We study d concentration of 1200 mM. Our results are accurate in
multimeter sensor for voltage. Further, we use 10 train sets to calculate the current. e train set 1 have input variables [grid

test voltage in our multimete r. e test voltage is 11 V. We obta in conservation of current and high accuracy. e multime-
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Introduction

Neural  networks  are  classes  that  have  array  in-
formed to  match  the  result.  Machine  learning  is  computer
program that is subset of neural network. In order to obtain
result the program is used to obtain and learn the train num-
bers [1]. e advancements of underwater rover from data
driven science in sensors are tremendous [2]. e research
on sensor to this  area of  vehicle  movement lacks  precision
in  battery,  multimeter  and  their  voltage-current  measure-
ment. In order to solve the sensor problem the use of com-
puter,  data,  mathematical  model,  battery  and  multimeter
components,  solvents,  chemicals,  electrical  wiring,  digital
readings  and  thin m  needs  to  be  known  in  thorough
[3-5]. e train numbers are battery design and multimeter
component variables.

Neural  network  is  a  computational  program  that
is  inspired from the human brain to integrate the machine
learning and give a logic to obtain answers when new num-
bers  in  the  components  are  given. e  component  in  this
study  is  multimeter. e  logic  in  recent  studies  in  neural
network  are d  Linear  Unit  (ReLU)  program [6].  In
machine learning the program learns from the data and pro-
vides the weight. e learning data are called Training sets.

e neural network used nowadays are l neural net-
work (ANN),  convolutional  neural  network (CNN),  recur-
rent neural network (RNN) and Long Short-Term Memory
(LSTM). Each of these neural networks have machine learn-
ing  habit  in  the  program. e  neural  networks  learn  the
training  sets  of  data  and  process  them  to  optimize  the
weight. e least squares method is used to obtain optimal
weight. e epoch is a number that s the number of
iterations  used  to  minimize  the  error  while  obtaining  the
weight [7].

In  recent  studies  the  machine  learning  regression
model is used to understand the tensile strength, yield stress
and  elongation  at  fraction  of  steel  coils  [8].  Here  Random
Forest Regression is used. e multimeter has steel compo-
nents. e purpose of multimeter is to understand the conti-
nuity of network coming from the input power supply.
load connecting the power supply draws the current. e be-
havior of the electrons in the wire and load are measured us-
ing multimeter. e typical readings of the load and electri-

cal wirings in the multimeter are voltage, resistance and cur-
rent. Typically we call the load that are predominantly used
as  motors,  fans,  pressure  sensors,  medical  devices  and  ad-
vanced sensors. e input power supply are battery, printed
circuit  board (PCB),  switched-mode power  supply  (SMPS)
and  electrical  plug. e  model  is  necessary  to  understand
the behavior of multimeter.

We use spring, knobs, buttons and their properties
are must. e algorithm provides insights on the important
features or properties and their relation with other features.
Extreme Gradient Boost is used to minimize the error in en-
try of the data. e extreme gradient boost uses gradient de-
scent  algorithm.  Support  Vector  Regression  (SVR)  is  used
to ensure the data is  continuous.  SVR gives the best
function  for  the  data. l  Neural  Networks  are  used
for  the  training  and accurately  predict  the  steel  properties.

e chemicals are membrane and electrolyte in the multime-
ter.  Now  graphene  is  researched  from  visual  imaging  ma-
chine learning model [9]. e computational cost of the ma-
chine learning model  are  many orders  of  magnitude lower
than theory.  Electrochemical  reaction and sensor  of  multi-
meter is new area of research that is using machine learning
model  [10].  Neural  network  with  sensor  readings  are  re-
searched  to  obtain  precision  measurements  and  devices
[11,12].

e rest of the paper is as follows. e physics in-
formed from PDE in the neural network are provided in sec-
tion 2.  Section 3 have the architecture of  physics  informed
neural networks. e results and discussion are given in sec-

Physics  Informed  From  Partial l  Equa-
tion  and  Distributed l  Neural  Network
Model

Governing Equations

In this section we provide generalized partial
ential equation (PDE) for solid-liquid, electrical, instrument
noise  and  physics  based  noise. e  equation  for  transport
has  convective,  electric  component,  charge  components,
physics based noise and box model. Under such conditions
the physics of transport phenomena for electrolytes are giv-
en by Eq. (1).
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Whe re u is velocity, ρ is the de nsity, v is the vol-
ume and Φ is the electr ic potential. q is the charge. We mod-

el the velocity gradient. k is Boltzmann constant, G is con-

ducta nce, T is temper ature and BH is the frequen cy instru-

ment. AL is the charge carrier of solvent chemica ls and fL are

the freque ncy term. I is the current. e current is calculat-
ed by integr ating the x (Γ) over the cross-sec tional area
given in Eq. (2).

Where S is the cross-sectional area of the multime-
ter, z is the valence, F is Faraday’s constant. e x of the

electrolyte is contributed by the potential gradient given by
Eq. (3).

Where D is the n t of electrolyte,
R is  gas  constant  and c  is  the concentration of  the electro-
lyte.

Substituting Eq (3) in Eq (2) and integrating over
the cross section area we obtain the current in Eq (4).

e elec tric d E is constant. L x is the leng th of the multimeter. e conservation of current is sens or tech-

We assume no velocity in our model. We consider
steady  state.  We  assume  no  square  root  noise  term.  We
solve  the  PDE  using e  volume  method.

Simulation Details

In our 1D PDE for the voltage study we vary only
the concentration. We consider d geometry length = 0.5

m. Here area is 0.025 m2. We consider n t

D  = 2 × 10−9 m2/s. Firs t we divide the numb er of leng th

e frequency term is 0.28 mHz. s corresponds
to time 1 hour. e current from the charge carrier and fre-
quency term is 0.21 A.
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In our 1D PDE for the current study we vary only
the voltage. e voltage used are from 1 V to 10 V. e elec-
tric d is  obtained.  We consider d geometry length =

Architecture  of  Physics  Informed  Neural  Networks
Voltage Study

Here,  we  develop  Physics  informed  neural  net-
works  (PINNs)  having  two  modules  to  study  multimeter.

e  train  module  and  test  module. e  train  module  re-
ceives the variables from partial l  equations.
details of the train module are given here.

Step 1: Provide grid locations, variables in the par-
tial l  equa tion  that  includes  the  conce ntration
and voltag e. e number of grid points are 100 the grid
points are provided in rows. For each row the variables [volt-
age and concentration] are given. Here , we do not vary the
geome try. We study 1D PDE . Here the length of the multi-
met er is 0.5 m. e concen tration paramet er for each train-
ing are given. [concen trat ion = 1 mM, 2 mM, 5 mM, 10
mM, 20 mM, 50 mM, 100 mM, 200 mM, 500 mM, 1000
mM]. e 1D PDE is used to obtain voltage for each concen-
tration. We use 10 training set s. Table 1 shows the parame-
ters of some grid locations, voltage and conce ntration for

Table 1: Training set 1 with some grid locations and parameters for the voltage study.

Grid Locations (m) Voltage (V) Concentration (mM)

0.005 5.66E-03 1000

0.1 1.13E-01 1000

0.2 2.26E-01 1000

0.3 3.39E-01 1000

0.4 4.52E-01 1000

0.5 5.66E-01 1000

Step 2: e least squares method are used to opti-
mize the train data and obtain the weig ht in the neural net-
work. e Adam optimizer in python are use d. e weig ht
parameters are optimized. y are obtained from g
met hods on the provided 10 training set of data. Hence it is
a network. We use minimal training set in this study. s
reduces the computational cost.

Step 3:  We provide the te st data. We study one
te st  datase t.  We study for  concen tration 1200 mM. e
same grid locations are used in the test study. Here the opti-
mized weigh ts from the training data are use d. Also, we use

ing data. We use seque ntial meth od in the neural network
in python. We use prompt shell. We use predict function in
python with verbose =1 to compile the network model.

Current Study

Here,  we  develop  Physics  informed  neural  net-

works having two modules to study current in the multime-

ceives the variables from partial l  equations.
details of the train module are given here.

Step 1: Provide grid locations, variables in the par-
tial l equa tion that includes the current and volt-
age. e number of grid points are 100. e grid points are
provided in rows. For each row the variables [current and
voltag e] are give n. Here , we do not vary the ge ometry. We
study 1D PDE . Here the leng th of the multimet er is 0.5 m.

e voltage parameter for each training are give n. [Voltag e
= 1V to 10 V] . e 1D PDE is used to obtain current for
each voltag e. We use 10 training sets. Table 2 shows the pa-
rame ters of  some grid locations,  current and voltage for

Step 2: e least squares method are used to opti-
mize the train data and obtain the weig ht in the neural net-
work. e Adam optimizer in python are use d. e weig ht
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parameters are optimize d. y are obtained from g
met hods on the provided 10 training set of data. Hence it is

a network. We use minimal training set in this study. s
reduces the computational cost.

Table 2: Training set 1 with some grid locations and parameters for the current study.

Grid Locations (m) Current (A) Voltage (V)

0.005 3.73E-01 1

0.1 3.73E-01 1

0.2 3.73E-01 1

0.3 3.73E-01 1

0.4 3.73E-01 1

0.5 3.73E-01 1

Step 3:  We provide the te st data. We study one
test data se t. We study for voltage 11 V. e same grid loca-
tions are used in the test study. Here the optimized weig hts
from the training data are use d. Also, we use d Lin -
ear Unit (ReLU ) neural network with the training data. We
use sequen tial method in the neural netwo rk in python. We
use prompt shel l. We use predict function in python with
verbose =1 to compile the network model.

Results and Discussion Voltage Design

Figure 1 shows the voltage variation with the grid
points for the multimeter. s is our train set 1. e train
set  having  [grid  location,  voltage  and  concentration].
plot is for 1000 mM concentration of the electrolyte chemi-
cal in the sensor.

Figure 1:

e  training set  we call  Train 1  having 100 rows.
We create  10  Training sets  having 100 rows.  We study for
concentration in the train set  given as  [1000 mM, 1 mM 2
mM, 5 mM, 10 mM, 20 mM, 50 mM, 100 mM, 200 mM and
500 mM].  We test  for  1  set  only. e  concentration in the

test set is 1200 mM. e grid locations are same. e least
squares  method is  used  to  optimize  the  train  data  and ob-
tain the weight in the neural network. We use ReLU neural
network. We use sequential method with neural network in
python. We use prompt shell.
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Figure 2 shows the magnitude of voltage is reason-
able  in  our  physics  informed  model. e  direction  of  the
voltage relevant to sensor t principle of electric d for

the t time. e change in the reading are available in the
physics. e accuracy of voltage are permissible in the multi-
meter design.

Figure 2:
centration is 1200 mM. Here we use epoch = 200.

Current Model

We use training set 1 given [grid location, current
and voltage]. e voltage is 1 V. e voltage is varied from
1 V to 10 V for our training set 1 to training set 10. We save
each training set  as 1 . s  leads to training s of  10.
Using  our  model  we  predict  the  current. e  test  set  are
[same grid location and new voltage]. e new voltage is 11
V. Figure 3 shows the comparison of predict and PDE cur-

rent  along  the  length  grid  location. e  current  is
conserved. e number of points are 100. e epoch is 200.

e  accuracy  is  good  and  physics  of  model  with
admissible are available. e simulation takes few seconds.

e  current  in  conservation  from physics  are  needed.
neural  network with current conservation ensures material

d electrolyte working capability in design and manufac-
turing.

Figure 3:
age is 11 V. Here we use epoch = 200.
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e physics of valence needs to be included in the
physics informed neural network for the multimeter model.

e prediction for many test cases should be provided.
prediction should be provided for accurate answers to grid
locations. e  accuracy  of  the  model  with  no  dependence
on the column to predict the voltage and current should be
provided. e sensitivity of the model presented here has to

Conclusions

To conclude we model using our physics informed
PDE that is included in our neural network to study multi-
meter. We obtain that physics and d calculations are avai-
lable in the voltage. e current is conserved in our model.

e accuracy is good. e parameters of solvent, chemicals,
electrolyte,  geometry  and  components  are  available  in  our
model. e model can d applications in multimeter and
sensors.
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