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Abstract

In regions where access to healthcare is scarce, untreated wounds can rapidly escalate into life-threatening conditions like in-

fections or sepsis. Quick and accurate wound diagnosis is crucial to prevent such outcomes; yet traditional methods are of-

ten costly and time-intensive, relying heavily on expert analysis. Artificial Intelligence (AI) offers a promising solution by en-

abling rapid, automated wound assessments through image recognition and natural language processing (NLP). This study

presents a novel AI-driven approach, combining deep learning for wound image classification with GPT-3.5 for personal-

ized treatment recommendations. A VGG16-based model was trained on a diverse set of wound images, achieving 95% ac-

curacy in classifying wound types.  In parallel,  GPT-3.5 was used to analyze user-provided text  labels  and suggest  tailored

treatment plans based on wound severity. This hybrid approach not only accelerates diagnosis but also ensures greater acces-

sibility to healthcare in under-resourced areas. By integrating AI with medical imaging and NLP, this solution holds the po-

tential to transform wound care, reducing complications and promoting faster, more effective healing.
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Introduction

Effective  wound  care  is  a  cornerstone  of  health-

care, particularly in remote or underdeveloped areas where

access  to  medical  professionals  is  limited.  In rural  and un-

derserved regions, it is estimated that up to 60% of patients

experience  delays  in  accessing  specialized  wound  care  due

to the limited availability of healthcare providers. For exam-

ple,  in case studies conducted in these regions,  patients re-

ported traveling an average of  40 miles for treatment,  with

delays  in  diagnosis  extending  recovery  times  by  10  to  15

days and leading to complications in 30% of cases. These de-

lays  often  result  in  severe  consequences,  including  infec-

tions or even sepsis, highlighting the critical need for timely

and accurate wound diagnosis.

Current methods for wound assessment often rely

heavily  on  expert  evaluations,  which  are  slow,  costly,  and

sometimes  inaccessible.  Traditional  wound  assessments

cost  more  than  $150  per  specialist  consultation,  making

them  prohibitive  for  many  patients,  especially  in  low-re-

source settings. Additionally, the necessity for long-distance

travel, averaging 2–3 hours round-trip, exacerbates barriers

to care. These challenges underscore the urgent need for al-

ternative solutions that can provide accurate, accessible, and

cost-effective wound assessments. AI-driven solutions have

the potential to fill this gap by expediting diagnostic process-

es  and  significantly  reducing  costs.  For  instance,  studies

show  that  AI-based  diagnostics  can  reduce  costs  by  50%

and diagnostic time by up to 20 minutes per patient, provid-

ing a scalable alternative that improves healthcare accessibil-

ity.

This  investigation  is  dedicated  to  developing  an

AI-driven  system  that  combines  deep  learning  for  wound

image classification with natural language processing (NLP)

for personalized treatment recommendations. The study fol-

lows a structured approach, beginning with data preprocess-

ing and model training using the VGG16 convolutional neu-

ral  network  architecture,  which  was  chosen  for  its  balance

of  accuracy  and  computational  efficiency.  The  model  was

trained  on  a  diverse  dataset  of  wound  images  to  classify

wounds by type with high accuracy. Next, the GPT-3.5 lan-

guage model was integrated to process user-provided text in-

puts,  offering  tailored  treatment  suggestions  based  on

wound  severity.

The rationale behind leveraging these technologies

is to address the dual challenges of speed and inaccessibility

in wound care. Deep learning enables rapid and reliable im-

age analysis, while NLP enhances the system's contextual un-

derstanding,  allowing for  the generation of  patient-specific

recommendations.  By  comparing  the  model's  performance

to existing medical  benchmarks,  this  study ensures  clinical

reliability and practical applicability.

This  comprehensive  AI-driven  solution  aims  to

revolutionize wound care by improving diagnosis speed and

accessibility, reducing healthcare costs, and promoting bet-

ter patient outcomes. Its transformative potential  lies in its

ability to address the limitations of traditional methods and

provide accessible, high-quality wound care to underserved

populations.

Background

Development of an Ai-Based Wound Assessment

The clinical assessment of wounds has traditional-

ly relied on manual measurement techniques, which are of-

ten inconsistent due to high variability in clinician estimates

and factors such as lighting and wound appearance. The in-

dustry  has  therefore  sought  AI-driven  solutions  to  bring

greater accuracy and standardization to wound assessment,

especially in the measurement of wound area and granula-

tion tissue. Studies like the one by Howell et al. (2021) high-

light the potential of AI-based tools in this field by demons-

trating a systematic method for validating AI wound assess-

ments  against  expert  human  evaluations.  Howell  and  col-

leagues developed a framework combining quantitative and

qualitative measures—such as false-negative and false-posi-

tive  areas  in  wound  tracings—to  ensure  that  AI-generated

wound  annotations  align  closely  with  human  expert  stan-

dards.  This  research  underscores  the  importance  of  rigor-

ous validation for AI tools to be clinically relevant and reli-

able in diverse wound care settings.

Building on these foundational studies, this article

presents  a  method  for  the  clinical  evaluation  of  AI-based

digital  tools  specifically  designed  for  wound  assessment  in

medical  settings.  Our  study  outlines  a  comprehensive  ap-
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proach  to  assess  the  accuracy,  efficiency,  and  reliability  of

AI algorithms in analyzing digital images of wounds, bridg-

ing  the  gap  between  AI  and  traditional  wound  assessment

techniques. Key methodologies include a detailed compari-

son of AI-generated wound assessments with those from hu-

man experts, ensuring clinical relevance and practicality.

A central part of this study involves creating a ro-

bust validation framework for AI tools under varied clinical

conditions, which includes:

Sample size considerations: Recognizing the im-

portance of a sufficient and diverse dataset of wound im-

ages to ensure that AI tools can generalize across different

wound types and severities.

Variability in wound types: Accounting for differ-

ences in wound shapes, sizes, textures, and infection stages

to train and test models under realistic clinical scenarios.

Algorithm performance:  Tracking metrics  such

as accuracy, precision, and recall to evaluate diagnostic per-

formance, alongside ongoing monitoring of the model's ef-

fectiveness

The  study  also  discusses  implementation  chal-

lenges,  such  as  real-world  variability  in  wound conditions,

potential resistance from healthcare providers, and the need

for AI to serve as a supplemental tool rather than a replace-

ment for expert judgment. This approach fosters greater ac-

ceptance and adoption in clinical practice, highlighting AI's

role in enhancing wound assessment and improving patient

outcomes.

In  conclusion,  while  previous  studies  like  Howell

et  al.  have  laid  foundational  work  for  validating  AI-based

wound  assessment  tools,  they  fall  short  in  addressing  the

variability  and  interpretability  required  for  diverse  clinical

environments. This study contributes to a more comprehen-

sive  framework  by  incorporating  a  wider  range  of  clinical

conditions, wound types, and sample diversity, thus enhanc-

ing  the  reliability  and  generalizability  of  AI  tools  across

varied medical settings. Additionally, our approach aims to

enhance  explainability  by  integrating  interpretability  tools

that  offer  insights  into  the  decision-making  process  of  the

neural  network,  addressing  a  critical  gap  in  existing  re-

search.  This  transparency  in  AI-generated  recommenda-

tions is essential for clinical adoption and trust, as it allows

healthcare  providers  to  better  understand  and  verify  the

model’s  outputs.  By  addressing  these  limitations,  our  ap-

proach  aims  to  make  AI-driven  wound  assessment  tools

more robust, interpretable, and ultimately more valuable to

healthcare practitioners.

Evaluation of an AI App for Wound Care

This article explores the development and evalua-

tion of an AI application designed to streamline wound as-

sessment  and  management,  particularly  during  the

COVID-19 pandemic when remote monitoring became es-

sential.  The  study  focuses  on  the  app's  ability  to  facilitate

wound  documentation  and  provide  real-time  feedback  for

both healthcare providers and patients.

Key outcomes demonstrate that the AI app signifi-

cantly  improved  the  completeness  of  wound  documenta-

tion. Specifically, 100% of wound sizes were recorded accu-

rately  compared to  standard practices,  which often rely  on

manual measurements prone to human error. The app also

enhanced patient engagement by allowing remote consulta-

tions,  reducing  the  need  for  hospital  visits,  and  cutting

down  associated  travel  time  and  costs  for  patients.

However, several challenges were identified, partic-

ularly:

Environmental factors: Inadequate lighting in pa-

tients' homes and infection control concerns during wound

photography posed significant barriers to the app’s effective-

ness. AI algorithms struggled with wounds located in hard--

to-reach areas, where image quality and clarity were com-

promised.

Technical limitations:  The study noted difficul-

ties  in  handling low-quality  images,  which impacted the

model’s  ability  to  accurately  assess  wounds.  To mitigate

this, future iterations of AI wound care apps should incorpo-

rate advanced image enhancement techniques, such as us-

ing noise reduction and contrast optimization algorithms.

The  study  also  highlighted  the  app’s  potential  to

revolutionize wound care management by offering personal-

ized care plans based on AI-driven assessments. With the in-
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clusion of machine learning models that analyze wound pro-

gression over time, the app has the potential to provide dy-

namic and tailored treatment recommendations.

Further  improvements  could  include  enhancing

the  AI's  self-learning  capabilities  through  continuous  data

input,  where  the  system  learns  from  its  mistakes  and

evolves to better handle diverse wound conditions. Integra-

tion with natural language processing (NLP) tools could fur-

ther  streamline  communication  between  patients  and

healthcare  providers  by  enabling  automated  feedback  and

diagnosis summaries based on textual input from users.

Both Howell  et  al.  (2021) and Barakat-Johnson et

al.  (2022)  emphasize  the  potential  of  AI  in  transforming

wound  care  by  enhancing  accuracy  and  standardizing

wound  assessments.  Howell  et  al.  introduced  a  framework

for  quantitatively  and  qualitatively  comparing  AI  wound

tracings to those of human experts,  yet their study focused

on a limited set of wound types and did not address the gen-

eralizability  of  AI  to  varied  clinical  conditions.  Barakat-

Johnson  et  al.,  meanwhile,  assessed  the  usability  of  an  AI-

based  wound  app  and  reported  improvements  in  wound

documentation and patient adherence. However, this study

primarily examined usability within a confined clinical envi-

ronment and lacked an in-depth analysis of AI's diagnostic

accuracy (International Wound Journal).  These studies de-

monstrate  AI's  promise,  yet  they  underscore  the  need  for

broader,  more  clinically  diverse  validations  of  AI  tools,  as

proposed in our research.

Dataset

The  dataset  comprises  a  diverse  collection  of  im-

ages,  including  injuries,  burns,  abrasions,  lacerations,  cuts,

stab wounds, and ingrown nails, which have been validated

by healthcare professionals. These images form the founda-

tion of the wound classification model,  serving as a critical

resource for  image recognition,  classification,  and analysis.

Ethical considerations were prioritized in the dataset collec-

tion  process  to  ensure  patient  privacy  and  confidentiality.

All  images were anonymized,  and explicit  consent  was ob-

tained from contributors  to comply with ethical  guidelines

for medical data usage.

A  key  challenge  with  the  dataset  was  its  limited

size  and  uneven  distribution  of  wound  types,  which  could

potentially bias the model’s performance. For instance, less

common  wound  types  such  as  stab  wounds  and  ingrown

nails  were  underrepresented.  To  address  this  imbalance,

oversampling techniques were employed, including the gen-

eration of synthetic images for minority classes. Image aug-

mentation  methods  such  as  rotation,  scaling,  flipping,  and

brightness  adjustment  were  applied  to  expand  the  dataset

synthetically,  increasing  its  diversity  and  improving  model

generalization.

Additionally,  synthetic  data  generation  was  util-

ized to simulate a broader range of wound presentations, en-

suring  the  model  could  handle  real-world  variations.  This

approach  was  critical  for  achieving  reliable  performance

across  different  wound  types,  regardless  of  size,  shape,  or

severity.

The fine-tuning of pre-trained models like VGG16

allowed us to leverage the extensive feature extraction capa-

bilities of larger datasets, such as ImageNet, while adapting

the model specifically to wound classification tasks. The con-

volutional neural networks (CNNs) were optimized to classi-

fy  wounds  by  type  and  severity,  delivering  robust  perfor-

mance across multiple categories.

In addition to image analysis, natural language pro-

cessing  (NLP)  techniques  were  incorporated  to  process

user-provided text labels describing symptoms, wound con-

ditions, and other relevant details. By combining image data

with textual inputs,  the system generated personalized first

aid  plans  and  treatment  recommendations,  offering  step-

by-step  wound  care  instructions,  suggested  medications,

and  guidance  on  when  to  seek  professional  medical  atten-

tion.

This  hybrid  approach  ensures  that  the  AI  system

not  only  classifies  wounds  with  high  accuracy  but  also  ad-

dresses patient-specific needs with comprehensive and con-

textually  relevant  treatment  protocols.  By prioritizing ethi-

cal  considerations  and  overcoming  dataset  challenges,  this

solution is  well-suited  for  both  clinical  and remote  health-

care settings.
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Methodology/Models

Data Preprocessing and Augmentation

To address the challenge of classifying wound im-

ages,  we began by preprocessing the data and applying ex-

tensive  image  augmentation  techniques  to  enhance  the  di-

versity  and  generalization  of  the  model.  Given  that  the

Wound  Dataset  consists  of  432  images  labeled  into  seven

classes (injuries, burns, abrasions, bruises, lacerations, cuts,

stab  wounds,  and  ingrown  nails),  we  took  the  following

steps:

Figure 1: Wound Dataset Image Classification. (Count of Images per Label)

Rescaling:  All  images  were  normalized  by  scaling

pixel values to the range of 0-1.

Augmentation:  To  mitigate  overfitting  due  to  the

small  dataset  size,  we  applied  several  augmentation  tech-

niques,  including:

Rotation  (40  degrees):  Enhanced  rotational  in-

variance.

Width/Height Shifts (40%): Allowed slight positio-

nal shifts in the image.

Shear  and  Zoom  (40%):  Deformed  the  image

while  keeping  key  features  intact.

Horizontal  Flip:  Introduced  variance  by  flipping

images.

Brightness and Channel Shifts:  Simulated lighting

conditions.

Fill Mode: Used 'nearest' to handle pixel gaps creat-

ed by the transformations.

Augmented Data

To further combat the limited dataset size, we gen-

erated synthetic data based on the augmented images using

a function that extracts image-label pairs from the augment-

ed  training  generator.  This  synthetic  data  was  used  to  ex-

pand the training set by 5,000 samples, making it more ro-

bust.  The  synthetic  data  was  then  concatenated  with  the

original  data  to  create  a  more  comprehensive  dataset  for

training.

Model Architecture

I leveraged VGG16, a pre-trained model on the Im-

ageNet  dataset,  which  is  a  deep  convolutional  neural  net-

work (CNN) known for its robust performance and reliabili-

ty  in  image  classification  tasks.  VGG16  was  selected  based

on its balance of accuracy, model complexity, computation-
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al efficiency, and suitability for medical image analysis, par- ticularly for wound classification.

Figure 2

Suitability for Medical Tasks

Medical  imaging  tasks  demand  models  that  can

capture subtle features such as textures, edges, and patterns

critical for accurate diagnosis. VGG16’s hierarchical convo-

lutional  layers  are  particularly  effective  at  identifying  these

fine-grained  features,  making  it  well-suited  for  analyzing

wound characteristics such as boundaries, tissue types, and

severity levels.  Additionally,  its  relatively shallow depth re-

duces the risk of overfitting when applied to small, special-

ized medical datasets, which are common in healthcare ap-

plications.

Medical datasets also require models that support

explainability and transparency, as clinical decisions are of-

ten  made  based  on  model  outputs.  VGG16’s  straightfor-

ward  architecture  makes  it  easier  to  interpret  intermediate

feature  maps  and  activations,  meeting  the  demand  for  ex-

plainable AI in medical contexts.

Comparison with ResNet and EfficientNet

ResNet  employs  residual  connections  to  mitigate

vanishing gradient issues in deep networks,  achieving high

accuracy  for  general-purpose  image  classification  tasks.

However, its greater depth introduces unnecessary complex-

ity for medical tasks like wound classification, where subtle

pattern recognition is more critical than model depth. Res-

Net’s reliance on large-scale datasets for optimal training al-

so makes it less ideal for medical applications, where data is

often smaller and domain-specific.

EfficientNet achieves state-of-the-art performance

by  systematically  scaling  depth,  width,  and  resolution.

While suitable for general-purpose tasks, its complexity re-

sults  in  longer  training  times,  higher  hardware  demands,

and greater implementation difficulty. These factors make it

less  practical  for  resource-constrained  medical  settings,

such  as  rural  healthcare  environments.

Advantages of VGG16

VGG16 offers a favorable tradeoff between simplic-

ity  and performance,  achieving competitive  accuracy with-

out excessive computational demands. Its ability to process

standard-sized images (224x224 pixels) and adapt effective-
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ly  through  transfer  learning  using  pre-trained  ImageNet

weights  makes  it  highly  applicable  for  medical  tasks.

Another critical advantage is its suitability for visu-

alization  techniques  such  as  Grad-CAM,  which  enables

healthcare  providers  to  interpret  the  model’s  focus  areas

and validate its decisions. This explainability is particularly

important  for  clinical  adoption,  as  it  builds  trust  and  en-

sures alignment with medical standards.

By balancing computational efficiency, explainabil-

ity,  and  suitability  for  small  datasets,  VGG16  was  deter-

mined to be the most practical choice for this study. Future

work may explore the use of  deeper architectures like Res-

Net or scalable models like EfficientNet to assess their poten-

tial for enhanced performance on larger, more diverse medi-

cal datasets.

Figure 2: VGG16 Custom Layers. (VGG16 Model Architecture)

Custom Layers

GlobalAveragePooling2D:  Applied  to  reduce  the

spatial  dimensions  of  the  feature  maps  while  maintaining

important features.

Max  Pooling:  used  in  CNNs  for  downsampling,

R(x, y), the region of the image being pooled, and P(x, y) is

the maximum value at that region

Equation: P(x,y) = max{f(i,j)| (i, j) ∈R(x,y)}

Dense  Layer  (1024  units):  Added  to  introduce

non-linearity and model higher-level patterns in the data.

BatchNormalization: Used to stabilize and acceler-

ate training.

Dropout  (50%):  Introduced to prevent  overfitting

by randomly dropping neurons during training.

Softmax Layer: A final dense layer with softmax ac-

tivation was added to output class probabilities for the sev-

en wound categories.

ReLU Activation Function: (Rectified Linear Unit)

adds non-linearity to the CNN network, outputs the input if

positive and zero otherwise

Equation:  f(x)  =  max(0,  x)  VGG16  performs  fea-

ture extraction with the following:

Explanation:  This  equation describes  the 2D con-

volution operation. Here, fff is the input image, ggg is the fil-

ter  (or kernel),  and the sum represents  the sliding window

that computes the convolution output across the input im-

age.

Equation:
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Model Training and Fine-Tuning

The training process was divided into two phases:

Initial  Training:  We froze  the  base  VGG16 layers  to  lever-

age its pre-trained weights and trained only the custom lay-

ers added on top. The model was compiled using the Adam

optimizer with a learning rate of 0.001, categorical cross-en-

tropy  loss,  and  accuracy  as  the  metric.  Early  stopping  and

ReduceLROnPlateau callbacks were used to adjust learning

rates and prevent overfitting. The model was trained for 45

epochs using a batch size of 32.

Figure 3: VGG16 Model Architecture. (Convolutional Layers)

Fine-Tuning: After the initial training, we unfroze

the  last  eight  layers  of  the  VGG16  base  model  and  fine--

tuned them with a lower learning rate (1e-5) for an addition-

al  25  epochs.  This  allowed  the  model  to  adjust  the  pre--

trained  layers  to  better  capture  the  features  specific  to

wound images  while  retaining  the  general  features  learned

from ImageNet.

Model Evaluation

To  evaluate  the  model's  performance,  we  used  a

validation set with the following metrics:

Accuracy:  The  proportion  of  correctly  classified

images.

Validation Loss: The categorical cross-entropy loss

calculated on the validation set. The final model achieved a

validation accuracy of approximately 95%, indicating strong

performance on the wound classification task.

Model Prediction and Deployment

To  demonstrate  the  model’s  real  world  applica-

tion, we implemented a procedure for predicting the wound

class on new images:

The  pre-trained  model  was  loaded  from  a  saved

.h5 file using TensorFlow.

Input images were resized to the required 224x224

pixel dimensions and normalized before prediction.

The  model  outputs  probabilities  for  each  wound

category,  and  the  highest  probability  was  used  to  identify

the predicted class label.

For  instance,  an  image  of  an  abrasion  was  pro-

cessed  and  classified  by  the  model  as  follows:



9

JScholar Publishers J Biomed Eng Res 2024 | Vol 8: 202

Figure 4

Integration  with  Openai  for  Wound  Treatment
Suggestions

In  addition  to  classification,  the  model  was  inte-

grated with OpenAI's GPT-3.5 API to provide diagnostic as-

sistance.  Once  the  model  predicted  the  wound  type,  the

OpenAI  API  was  used  to  generate  treatment  suggestions

based on the type of wound, offering remedies, basic medi-

cal  supplies,  and  advice  on  the  wound's  severity.  Here  is

how  OpenAI  was  integrated:

Model Saving and Future Use

The trained model was saved for deployment and

future use in real-world applications.  This  ensures that  the

model can be easily loaded and reused for wound classifica-

tion in clinical or mobile healthcare settings. By combining

CNN-based  classification  with  AI-driven  recommenda-

tions, our approach offers a robust and versatile solution for

wound classification and treatment guidance.

Results and Discussion

In this study, we developed and optimized a convo-

lutional neural network (CNN) using the VGG16 architec-

ture to classify wound images into seven distinct categories.

The  model  was  trained  on  a  dataset  of  432  wound  images

with seven labels: injuries, burns, abrasions, bruises, lacera-

tions,  cuts,  stab  wounds,  and  ingrown  nails.  Additionally,

the  GPT-3.5  language  model  was  integrated  for  personal-

ized  treatment  recommendations  based  on  user-provided

text  inputs.  This  section  details  the  results,  model  perfor-

mance, key hyperparameters, and discusses both the success-

es and limitations encountered during experimentation.

Model Performance and Metrics

After  training  the  VGG16-based  model,  we

achieved  an  overall  accuracy  of  95%  on  both  the  training

and validation datasets. The model’s classification accuracy

was evaluated using standard performance metrics, includ-

ing  precision,  recall,  F1-score,  and  confusion  matrices,  as

displayed  in  Table  1.  The  model’s  high  accuracy  indicates

its effectiveness in classifying wound images across various

categories,  even with some variations  in  image quality  and

resolution. However, there are certain limitations and areas

where the model struggles:

Difficulty  with  Similar  Wound Types:  The  model

occasionally misclassified wounds with similar visual charac-
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teristics. For example, abrasions and minor cuts, or bruises

and  lacerations,  may  appear  visually  similar,  especially  in

lower-resolution images. This overlap can lead to lower pre-

cision  and recall  for  these  categories,  as  shown in  Table  1.

Such misclassifications could impact treatment recommen-

dations in cases where wound type dictates specific interven-

tions; however, for other cases, where treatment approaches

overlap, the impact may be minimal.

Sensitivity to Image Quality: While the model per-

forms well  with  high-resolution images,  its  accuracy  drops

when analyzing  lower-quality  images,  where  wound boun-

daries and textures are less distinct.  This limitation can af-

fect  the model’s  real-world applicability,  especially  in cases

where images are taken with lower-resolution cameras or in

poorly lit conditions.

Limited Generalizability to Unseen Wound Types:

The  model  is  trained  on  specific  wound  categories  (e.g.,

abrasions, bruises, burns, cuts, injuries, lacerations, and stab

wounds).  If  presented  with  a  wound  type  outside  of  these

categories,  the  model  may  struggle  to  classify  it  accurately

or may incorrectly assign it to a similar category, as it lacks

exposure to broader wound variations.

Potential  Bias  from Dataset  Limitations:  The per-

formance metrics are dependent on the quality and diversi-

ty  of  the  training  dataset.  If  certain  wound  types  or  skin

tones are underrepresented in the dataset, this could intro-

duce  bias,  impacting  the  model’s  accuracy  for  underrepre-

sented groups. Ensuring a diverse dataset would be essential

in improving the model’s fairness and generalizability.

Figure 5
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Figure 4: ROC curves for Wound Classification Categories.

These limitations indicate areas for future improve-

ment, such as expanding the dataset to include a broader va-

riety  of  wound  types,  using  higher-resolution  image

sources,  and exploring model  architectures better  suited to

fine-grained distinctions between similar wound types.

Table 1: Precision, Recall, and F-1 Score For Each Wound Category.

Category: Precision: Recall: F1-Score:

Abrasion 0.94 0.96 0.95

Bruises 0.93 0.92 0.92

Burns 0.96 0.97 0.96

Cuts 0.94 0.95 0.94

Injuries 0.93 0.91 0.92

Lacerations 0.96 0.95 0.96

Stab Wounds 0.97 0.98 0.98

The  confusion  matrix  in  Figure  5  visualizes  the

model’s predictions across all categories. The matrix reveals

that the model performs consistently across categories, with

minimal  misclassifications  between  similar  wound  types

such  as  cuts  and  lacerations.

Hyperparameters and Optimization

During  model  training,  several  hyperparameters

were optimized to improve performance, as shown in Table

2. We selected the Adam optimizer due to its adaptive learn-

ing rate capabilities, which help accelerate convergence, es-

pecially  in  complex,  high-dimensional  spaces  like  wound

classification tasks. Adam combines the advantages of both

momentum and RMSprop, which allows it to perform well

even  with  noisy  gradients,  making  it  particularly  effective

for  our  dataset  where  the  complexity  and  variability  in

wound images can lead to significant gradient fluctuations.

Our hypothesis is that Adam’s adaptive adjustments to each

parameter’s learning rate allow it to handle the intricacies of

wound  features  more  robustly  than  traditional  optimizers
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like SGD.

We initially set the learning rate to 0.001 to allow

steady  progress  during  early  training  phases,  then  fine--

tuned it to 1e-5 in later stages to stabilize learning and avoid

overshooting optimal weights as the model converged. Addi-

tionally,  batch  normalization  was  employed  to  standardize

feature distributions across layers, helping to mitigate issues

with  internal  covariate  shift  and  speeding  up  convergence.

Dropout (set to 0.5) was added in the fully connected layers

to  prevent  overfitting  by  randomly  deactivating  neurons,

thus encouraging the model to learn more generalizable pat-

terns.

Figure 5: Confusion Matrix for Classification Of Wound Images. (True Labels, Predicted Labels)

Table 2: Key Hyperparameters Used In Training

Hyperparamater: Value:

Learning Rate 0.001

Batch Size 32

Epochs 45 (initial), 25 (fine-tuning)

Dropout Rate 0.5

Data Augmentation Yes

Optimizer Adam

To handle class imbalance, class weights were com-

puted and applied during model training. This ensured that

minority  classes,  such  as  stab  wounds  and  ingrown  nails,

were  given appropriate  weight  to  avoid  biased predictions.

Data  augmentation  techniques,  including  random  rota-

tions,  shifts,  and brightness  adjustments,  were also used to

artificially increase the size of the dataset and introduce vari-

ability, which helped the model generalize better on unseen

data.
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GPT-3.5  Integration  for  Treatment  Recommenda-
tions

In  addition  to  the  CNN  for  image  classification,

the GPT-3.5 model was employed to process user-provided

text labels. The language model generated treatment sugges-

tions  based  on  the  predicted  wound  type,  recommending

medical supplies and determining whether urgent care was

necessary.  While  GPT-3.5  provided  contextually  relevant

suggestions,  it  was  noted  that  the  treatment  recommenda-

tions were occasionally too general or failed to account for

more complex medical nuances that a healthcare profession-

al  would  consider.  To  address  this  limitation,  future  itera-

tions  could  incorporate  a  more  specialized  medical  lan-

guage model trained on wound care data or integrate a con-

fidence threshold to flag cases that require additional profes-

sional review, thereby improving recommendation specifici-

ty in complex scenarios.

Errors and Limitations

Despite  the  high  overall  accuracy,  the  model  ex-

hibited minor errors, particularly in distinguishing between

visually  similar  wound  types,  such  as  cuts  versus  lacera-

tions. These errors likely arose from the overlapping visual

characteristics  of  these  categories,  where  even  slight  varia-

tions in lighting, angle, or resolution impacted classification

accuracy. Table 3 illustrates some of the common misclassi-

fied images.

Table 3: Example of Misclassified Wounds.

True Label Cuts Lacerations Burns

Predicted Label Lacerations Cuts Bruises

Additionally,  the  model’s  performance  declined

slightly when tested on lower-resolution images, indicating

that image quality is a significant factor in its classification

ability. For example, in a side-by-side comparison of a high-

-resolution and a downsampled low-resolution image of the

same  wound,  the  model  accurately  identified  the  wound

type in the high-resolution image but struggled or misclassi-

fied  the  wound  in  the  lower-resolution  version.  This  illus-

trates  the  importance of  image clarity  for  accurate  diagno-

sis.

While  data  augmentation  helped  mitigate  this  is-

sue by providing variability in training samples, future work

could  involve  incorporating  higher-resolution  image  da-

tasets or implementing advanced preprocessing techniques,

such as super-resolution methods, to enhance image quality

before classification. These adjustments could ensure more

consistent  performance  across  different  image  qualities,

making  the  model  more  robust  in  real-world  applications

where image quality may vary.

Lastly, while the model demonstrated a strong abil-

ity to generalize across the wound categories in the dataset,

it may face challenges when deployed in real-world settings

with new or unseen wound types. Increasing the dataset's di-

versity and incorporating more rare wound types could fur-

ther enhance the model's robustness.

Conclusion

This research aimed to develop an AI-driven solu-

tion for swift and accurate wound diagnosis, particularly in

remote or under-resourced areas where access to healthcare

professionals is limited. Leveraging the VGG16 convolution-

al  neural  network  architecture  for  image  classification  and

GPT-3.5  for  personalized  treatment  recommendations,  the

study addressed the limitations of traditional wound assess-

ment methods,  which are often slow, costly,  and inaccessi-

ble. The model achieved high classification accuracy, with a

95% accuracy rate on both training and validation data, de-

monstrating its potential for practical application in wound

care diagnostics. The significance of this work lies in its po-

tential  to  transform  healthcare  delivery  in  rural  and  un-

derserved  regions  by  addressing  critical  barriers  to  timely

and effective wound care. The AI-driven system reduces re-

liance  on  specialist  consultations,  offering  a  cost-effective,

scalable  alternative  for  wound  assessment.  By  enabling

quicker diagnosis and personalized treatment recommenda-

tions,  the  solution  can  minimize  complications  and  pro-
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mote  faster  recovery,  ultimately  improving  healthcare  out-

comes for patients in under-resourced settings.

Ethical considerations were prioritized throughout

the study, including securing consent and anonymizing pa-

tient  data  to  ensure  compliance  with  privacy  regulations.

However, practical implementation raises additional ethical

challenges, such as ensuring equitable access to the technolo-

gy and addressing biases in the model’s performance related

to  underrepresented  demographics.  Future  deployments

must  also consider integrating mechanisms for explainable

AI, allowing clinicians to trust and validate the model's rec-

ommendations.

Despite its strengths, the study highlighted limita-

tionns, including challenges in distinguishing between visu-

ally similar wound types like cuts and lacerations, sensitivity

to  image  quality,  and  a  lack  of  generalizability  to  unseen

wound  types.  Addressing  these  limitations  will  be  critical

for real-world adoption.

Future  steps  for  this  research  include  the  follow-

ing:

Dataset  Expansion:  Increasing  the  dataset  size

and diversity to encompass more wound types, imaging con-

ditions, and demographic variations.

Improved  Preprocessing:  Incorporating  ad-

vanced techniques like super-resolution and noise reduc-

tion to enhance the model’s performance with low-quality

images.

Alternative Architectures: Exploring models such

as ResNet and EfficientNet for comparison to potentially im-

prove classification performance.

Ensemble  Models:  Investigating  ensemble  ap-

proaches to combine multiple models for higher accuracy

and robustness.

Fine-Tuning  GPT-3.5:  Enhancing  the  language

model’s ability to generate medically nuanced treatment rec-

ommendations by training it on domain-specific data.

By addressing these areas, the AI-driven wound di-

agnostic system has the potential to become a powerful tool

for improving wound care accessibility and outcomes. This

is  especially  significant  for  rural  and  underserved  regions,

where  traditional  medical  resources  are  often  scarce,  and

the burden of untreated wounds is disproportionately high.
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