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#### Abstract

Lagrange interpolation, as described in many numerical analysis books, has a deficiency that by adding a new data, all computations must be recalculated from the beginning. A very simple method that comes here shows that there is no needed to do the calculations from the beginning, but as well as the interpolating by Newton's divided differences, all former computations without any changes, can be extended by adding new data.
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## Introduction

Theorem 1.1 (Theorem 3.2 in [2]) If $x_{0}, x_{1}, \ldots, x_{n}$
are given at these numbers, then a unique polynomial $\operatorname{Pn}(x)$ of degree at most $n$ exists with $f\left(x_{k}\right)=P_{n}\left(x_{k}\right)$, for each $k=0$, $1, \ldots, n$. This polynomial is given by are $n+1$ distinct numbers and $f$ is a function whose values

$$
\begin{equation*}
P_{n}(x)=\sum_{k=0}^{n} f\left(x_{k}\right) L_{n, k}(x) \tag{1}
\end{equation*}
$$

where for each $k=0,1, \ldots, n$,

$$
\begin{equation*}
L_{n, k}(x)=\frac{\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{k-1}\right)\left(x-x_{k+1}\right) \ldots\left(x-x_{n}\right)}{\left(x_{k}-x_{0}\right)\left(x_{k}-x_{1}\right) \ldots\left(x_{k}-x_{k-1}\right)\left(x_{k}-x_{k+1}\right) \ldots\left(x_{k}-x_{n}\right)} \tag{2}
\end{equation*}
$$

As it's seen in both formulas (1) and (2), all Lagrange polynomials $L_{n, k}$ are polynomials of degree $n$ and if a point $\left(x_{n+1}, f\left(x_{n+1}\right)\right)\left(\right.$ provided $x_{n+1}$ differs from $x_{\mathrm{i}}, i=0,1, \ldots$, $n)$ to be added to the previous data, for producing $L_{n+1, k}$ and therefore $P_{n+1}(x)$, previous $L_{n, k}$ are useless and all former computations must be recalculated. This is because the numerator and denominator of all $L_{n, k}$ 's are involving with all fixed data and if any new dada to be added, for producing new
$L_{n+1, k}$, in all factors in the denominator of $L_{n, k}$, the number $x_{k}$ must be replaced with the new data $x_{k+1}$ and this means previous results in denominator can not be extended and all must be completely recalculated, and this is the lack of traditional Lagrange interpolating. Fortunately, interpolating by Newton's method has no this deficiency because of Newton's interpolating is based on the following recursive formula (3),

$$
\begin{equation*}
f\left[x_{j}, x_{j+1}, \ldots, x_{k-1}, x_{k}\right]=\frac{f\left[x_{j+1}, \ldots, x_{k}\right]-f\left[x_{j}, \ldots, x_{k-1}\right]}{x_{k}-x_{j}} \tag{3}
\end{equation*}
$$

for more analysis see [1,3].
We now introduce the following formula (4),

$$
\begin{equation*}
P_{n+1}(x)=\frac{\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{n}\right)}{\left(x_{n+1}-x_{0}\right)\left(x_{n+1}-x_{1}\right) \ldots\left(x_{n+1}-x_{n}\right)}\left(f\left(x_{n+1}\right)-P_{n}\left(x_{n+1}\right)\right)+P_{n}(x) \tag{4}
\end{equation*}
$$

to modify traditional Lagrange's interpolating and equipped this method with a recursive formula, such that by adding new data, for extending to higher degree interpolation polynomial, all old computations can be used.

## New Lagrange Interpolating (Chadwick's method)

Again we suppose $x_{0}, x_{1}, \ldots, x_{n}$ are $n+1$ distinct numbers, we present the following repeated method to find the polynomial $P_{n}(x)$ of degree $n$ passing the points $\left(x_{0}, y_{0}\right)$, $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$.

$$
\begin{align*}
P_{1}(x) & =\frac{x-x_{1}}{x_{0}-x_{1}} y_{0}+\frac{x-x_{0}}{x_{1}-x_{0}} y_{1}, \quad \text { defining } P_{1} \\
P_{k+1}(x) & =\frac{\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{k}\right)}{\left(x_{k+1}-x_{0}\right)\left(x_{k+1}-x_{1}\right) \ldots\left(x_{k+1}-x_{k}\right)}\left(y_{k+1}-P_{k}\left(x_{k+1}\right)\right)+P_{k}(x), k=1,2, \ldots, n-1 . \tag{5}
\end{align*}
$$

Equ. (5) shows that $P_{k}$ has been used to produce $P_{k+1}$.

## Computer Algorithm

```
Read (x0,y0), (x1,y1); % E1
    | If x0=x1 output "Error in Data" ; % E2
    | stop.
    | otherwise;
    P(1) (x)=((x-x1)/(x0-x1))*y0 + ((x-x0)/(x1-x0))*y1; % E3
    | end If;
n=1;
x(0)=x0;
x(1)=x1;
L(0) (x)=1;
    | 1 Read (x,y);
    | n=n+1;
    | x(n)=x;
    | y(n)=y;
    | | Do I=0 to n-1;
    | | If x(n)=x(I) output "Error in Data"; % E4
    | | stop.
    | | otherwise;
    | | L(I+1) (x)=((x-x(I))/(x(n)-x(I)))*L(I)(x); % E5
    | | end Do;
    | P(n)(x)=L(n)(x)*(y(n)-P(n-1)(x(n))) + P(n-1)(x); % E6
    | Continue 1;
```

output $\mathrm{P}(\mathrm{n})(\mathrm{x})$; \% E7

End Program.
Explanations:
E1: at least two points are necessary for interpolating
E2: checking distinctness of data
E3: making P_1(x)
E4: checking distinctness of data
E5: coefficient of interpolating polynomial
E6: making desirable interpolating polynomial (applying recursive formula)
E7: desired interpolating polynomial of all data

## Conclusion

The heart of this article is defining a recurrence formula for Lagrange interpolating polynomials rather than calculating individual formula for each polynomial. This method can also be extended for interpolating polynomials of two variable or multivariate as well.
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