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Abstract

Social media platforms are being increasingly used, as many people around the world interact, communicate and share con-
tent with others. Social media users often reveal their feelings and emotions in their posts. Social media has become a vital 
online resource for studying the language used by social media users to express their mental health issues that can help to 
identify individuals at risk of harm. Researchers now have been more interested in mental health through social media. Twit-
ter has been successfully implemented to explore several mental health conditions, including anxiety, depression, thoughts of 
self-harm, and suicide. Depression is the major cause of ill health and disability worldwide, and the number of people with 
common mental disorders is rising globally. In this paper, we build a model that is able to classify Arabic tweets based on the 
depression attributes selected by health professionals. In data collection, we collect tweets from the Twitter API. Then, we 
apply supervised machine learning techniques to extract tweets with the most depression attributes. After that, we evaluate 
the accuracy among applied supervised machine learning algorithms to identify the best algorithm for our model. We believe 
that the project can be used by health doctors to aid in diagnosis and provide help to depressed Twitter users.  
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Introduction

 In recent decades, the use of social media platforms has 
increased. People can communicate and share content with oth-
ers. Facebook and Twitter are the most popular platforms. Social 
media users are able to reveal their feelings in their posts.

 In recent years, studies have been more interested in 
mental health through social media platforms. Many studies 
have investigated the association of language and social media 
usage patterns with several mental illnesses, including stress, 
depression, anxiety, and suicidality. Social media users often ex-
press their emotions, thoughts, and opinions with others. The 
contents of users’ activities can be a valuable source of informa-
tion that can be used to identify and detect depression symptoms 
in users of social media [23]. Social media posts help capture 
behavioral features that are relevant to an individual’s thinking, 
mood, communication, opinions, and activities. The language 
and emotion used in social media posts can refer to feelings of 
worthlessness, helplessness, guilt, and self-hatred that character-
ize major depression [4].

 In this paper, we constructed a model to identify de-
pression symptoms. The model is able to classify Arabic tweets 
based on depression attributes to help doctors make decisions. In 
data collection, we collected tweets from the Twitter API. Then, 
we applied supervised machine learning techniques to extract 
tweets with the most depression attributes. After that, we eval-
uated the accuracy among applied supervised machine learning 
algorithms to identify the best algorithm for our model.

Background

 Machine learning is a fast-growing field due to the in-
crease in applications of data mining. Recent studies and appli-
cations focus on the problem of machine learning. In machine 
learning, data are processed to perform tasks of assembling, 
sorting, assimilating, and classifying information [13]. Machine 
learning techniques are highly associated with data mining. Ma-
chine learning shows how models can learn or improve their per-
formance based on data. The main objective of machine learning 
is that the model automatically learns how to recognize and ex-
tract complex patterns and make intelligent decisions based on 
the data. Machine learning techniques are classified into super-
vised learning and unsupervised learning [8].

 Supervised Algorithms

 Supervised learning is equivalent to classification [8]. 
A training set and a test set are used to categorize the data. The 
input attributes and their corresponding class labels are included 
in the training set. The training dataset is used to construct the 
classification model, which aims to categorize the input features 
into matching class labels, while the test dataset is used to test the 
model validation by predicting the class labels of unseen features. 
To categorize datasets, machine learning algorithms such as Na-
ive Bayes (NB), decision tree (C4.5, ID3, and C5), and support 
vector machines (SVMs) are used [5].

Unsupervised Algorithms

 Clustering is equivalent to unsupervised learning. Be-
cause the input datasets are not class labeled, the learning pro-
cess is unsupervised. Typically, clustering can be used to identify 
classes within the data. The clustering technique categorizes a 
group of objects into clusters based on how similar their proper-
ties are. In the same cluster, the objects are similar to each other, 
and objects from different clusters are dissimilar. Similarities and 
dissimilarities are calculated using attribute values that describe 
the objects and the distance measurements between them. Clus-
tering is being used in a variety of fields, including security, spam 
filters, business intelligence, biology, and web search [8].

Related Work

 A large number of researchers are interested in depres-
sion detection in different fields. Research has been performed 
within the psychology, medicine, and sociolinguistic fields to 
identify and correlate major depressive disorder and its symp-
toms. Additionally, studies related to data mining algorithms can 
analyze and detect depression symptom features to investigate 
the possibility of depression in social media networks and ana-
lyze any indication of depression through people’s posts, feelings, 
dialect, and sentiment analysis. In this section, we will discuss 
the relevant research and methods of identifying and detecting 
depression in social media networks.

 The study by Islam et al. [10] used Facebook data from 
a public online source for depression analysis. A group of psy-
cholinguistic features was used in the proposed model. Machine 
learning methods were applied as an effective and scalable prac-
tice. They used four popular classifiers: decision tree, ensemble, 
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support vector machine, and k-nearest neighbor. In terms of 
accuracy, the decision tree surpasses other machine learning al-
gorithms used to evaluate Facebook comments to detect depres-
sion.

 Based on a Twitter activity feed over a year, De Choud-
hury et al. [4] used crowdsourcing to assemble a group of Twit-
ter users who had been diagnosed with clinical depression. They 
measured behavioral traits related to social activity, language, 
feelings, and linguistic patterns to create a statistical classifier 
that can identify depression risk before the onset is reported. 
They used the SVM classifier to predict before an individual is 
reported to be depressed and the likelihood of depression occur-
ring. The classifier achieved results with a classification accuracy 
of 70%. The study showed that depressed users show decreased 
social activity, greater negative feelings, a higher focus on self-at-
tention, increased relational and medical concerns, and an in-
creased expression of religious ideas.

 Daimi et al. [3] proposed using a classification-based 
approach to predict which patients are potentially depressed or 
who are already depressed. The classification model was trained 
and tested using synthetic data. The symptoms were chosen 
based on surveys and interviews with depression experts. The 
C4.5 decision tree technique was used in this study, and the 
WEKA tool was adopted for this research. The end results of the 
synthetic datasets were reasonable in accuracy, precision, and re-
call (sensitivity).

 Resnik et al. [18] explored using supervised topic sys-
tems to analyze linguistic signals to identify depression. By using 
more advanced models to identify and detect depression, quali-
tative examples have confirmed that the LDA model, a common 
topic-extraction technique in machine learning, can reveal sig-
nificant and potentially helpful latent structure by showing good 
outcomes using supervised LDA (SLDA) and supervised anchor 
(SANCHOR) topic models, as well as starting a preliminary 
exploration of a new supervised nested LDA model (SNLDA). 
Coppersmith created an experimental dataset from Twitter that 
included 3 million tweets from approximately 2,000 Twitter us-
ers. These were reviewed by a qualified clinical psychiatrist to 
determine which topics were most likely to be relevant in the de-
pression assessment. More sophisticated topic models utilizing 
supervision, such as SLDA and SANCHOR, can be optimized in 
LDA alone, according to the quantitative experiment.

 To evaluate an individual’s risk of depression, Nadeem 
et al. [16] used a set of 2.5 million tweets to create a new method 
for building a classifier by treating social media as a text classi-
fication problem. Decision trees, logistic regression, linear sup-
port vector classifier, and Naive Bayes algorithms were all used. 
With an A-grade ROC AUC score of 0.94, a precision score of 
82%, and an accuracy of 86%, the Naive Bayes algorithm sur-
passed all other classifiers. Therefore, it was considered the best 
model for predicting a user’s mental health condition.

 Sonawane et al. [21] developed a web application that 
takes social media posts and questionnaire tests as input and pre-
dicts depression levels based on the output. They used the Naive 
Bayes (NB) classifier. The system can identify whether the user is 
stressed based on the user’s Facebook post, as well as a variety of 
questionnaires supported by the system, to deliver the appropri-
ate doctor’s location near the user’s location.

 Tadesse et al. [22] studied users’ posts from Reddit to 
discover any depressive traits in online users. They employed a 
technical description of approaches applied to determine depres-
sion by using machine learning methods and natural language 
processing to classify text. They built a glossary of the majority 
of the commonly used words in depressive accounts. To extract 
features from users’ linguistic usage in their posts, they em-
ployed the LIWC dictionary, LDA topics, and N-gram features. 
The suggested framework is developed by using logistic regres-
sion, SVM, random forest, adaptive boosting, and multilayer 
perceptron classifiers. The results showed that the MLP classifier 
reached 91% accuracy, achieving the highest result to determine 
the presence of depression in Reddit with LIWC + LDA + bi-
gram. Additionally, the best feature among the single feature sets, 
the bigram, is the SVM classifier with 80% accuracy.

 Ang Lia et al. [12] analyzed a data collection of 15,879 
posts from a Chinese social media network named Weibo. Sim-
ple logistic regression, random forest, support vector machines, 
and multilayer perceptron neural networks were used for the 
study. Two classification systems were developed based on lin-
guistic characteristics: one to distinguish between depressed and 
nondepressed posts (stigma/non stigma) and another to distin-
guish between posts with three different sorts of depression stig-
ma (unpredictability/weakness/false illness). The results showed 
that random forest exhibited the highest F-measure value to 
distinguish between stigma/non stigma at 75.2%, and the value 
to distinguish between three different sorts of depression stig-
ma was 86.2%. They estimated the coefficients of the indicators 
in the simple logistic regression (SLR) model to examine these 
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relationships since the coefficients of the predictors in three of 
four models (SVM, RF, and MLPNN models) could not clearly 
indicate relationships between linguistic features and the stigma 
of depression.

Methodology 

 In this section, we discuss the methodology of the mod-
el and its phases. We build a model that is able to identify and 
classify Arabic tweets based on the depression attributes that are 
selected by health professionals. Then, we apply the classification 
techniques. Tweets are extracted based on the most depression 
attributes. Classification methods such as decision trees, random 
forests, k-nearest neighbor (KNN), multinomial Naive Bayes 
(MNB), and support vector machines (SVMs) are suitable for 
this kind of classification. As illustrated in Figure 1. The model 
contains the following phases: 

Data Collection

 We collect a set of 3424 tweets extracted from the Twit-
ter social network. A connection to the Twitter API is created to 
collect Arabic tweets. We use Twitter posts collected from the 
Twitter API to explore and detect depressive behavior. The data-
set covers the Arabic language and Saudi dialects. The collected 
tweets must contain some kind of sad and depressed feelings, 
and it is the goal of our project to extract valuable information 
from these tweets to identify the depression of Twitter users.

Text Preprocessing

Several preprocessing steps must be performed on the collected 
tweets to make the depression detection process more effective. 
These steps are as follows [2]:

Figure 1: Overview of the Twitter data analysis methodology for depression detection
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• Data cleaning: It involves the handling of missing data and 
noisy data, and different symbols such as exclamation marks, 
punctuations, digits, and hashtags (!, $, %, &, #, etc.) must be 
removed. In addition, misspellings are corrected and repeated 
letters and non-Arabic tweets are removed.

•  Stop word removal: Arabic stop word removal, such as 
, removes all forms of stop words. Some stop words can help 
achieve the full meaning of the tweet, and some of them are just 
additional characters that need to be removed.

•  Normalization: The normalization of tweets is required. For 
example, the letters (أ) or (ا) can be used in the first letter of a 
word. For the word                       , it is normalized into               .

•  Tokenization: Tokenization is an important process; it reduces 
the typographical variation of words. The extraction of features 
requires tokenization. Dealing with the Arabic language requires 
a high-level component that uses a feature dictionary that con-
verts these words into feature vectors, so the feature index (word) 
in the vocabulary is associated with its frequency in the entire 
training set.

• Stemming: The words in tweets are stemmed by eliminating 
any attached suffixes, prefixes, and infixes. This helps to mini-
mize derived or inflected words into their stems, base, or root 
form to improve the classification process. For instance, the wor
ds                                     are the root of the word             .

Feature Extraction

 After text preprocessing, the collected dataset is used to 
extract attributes or features that will be used to train our clas-
sifier model. Feature selection helps to increase classification ac-
curacy by removing infrequent terms of both the training and 

testing sets of tweets. Feature extraction aims to extract the im-
portant content of a tweet, extracting the feature word that car-
ries a message for the user, regardless of whether it is a depressive 
tweet or not [2]. Machine learning algorithms require represent-
ing the key attributes or features of data for processing to reduce 
dimensionality and feature space and enhance the performance 
of the classifiers. General feature selection and extraction meth-
ods may be used for outlier detection [8]. However, features are 
not always easy to extract.

 The selection of features or attributes related to depres-
sion is the most important phase for constructing the classifi-
cation model. Symptoms were selected based on surveys and 
interviews with experts in the field of depression to select the 
attributes needed for classifying depression. An example that 
displays the final set of attributes is presented in Table 1 below, 
with the translation of Arabic language and Saudi dialect tweets 
[3].

Machine Learning Classification Algorithms

 In supervised machine learning, we build predefined 
classes, annotate the tweets, and label them to train the classi-
fier. After the data collection process was completed, we split 
the dataset into 80% training and 20% testing sets. The training 
set contains input features and their corresponding class labels. 
By using this training set, the classification model is developed, 
which attempts to categorize the input features into correspond-
ing class labels. Then, the model is validated by predicting the 
class labels of unseen features using a test set.

 In this work, we applied supervised machine learning 
algorithms such as support vector machines (SVMs), k-nearest 
neighbor (KNN), multinomial Naive Bayes (MNB), decision 
trees, and random forests, which are suitable for this kind of clas-
sification. 
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Attributes Arabic translation Saudi dialect
Sadness الحزن حزينة,  حزنان, 

حزين
Loss of interest in 
life

في الاهتمام   فقدان 
الحياة

خسارة,  الحياة, 
متعبة, قاسية

Sluggish كسل ما هالحزه,   ملل 
شي,  اقدراسوي 
كسل, خمول

Pessimism تشاؤم  مستقبل مخيف, يوم
اسود, يوم   تعيس,  
ماني امل,   مافيه 
متفائل

Poor self-image ضعف الصورة الذاتية شينة, شين,انا   انا 
حلوه, مو    موحلو, 
قبيح, قبيحة

Suicidal impulse الدافع الانتحاري بموت, ودي اموت
Loss of warm feel-
ing toward family or 
friends

الدافئ الشعور   فقدان 
أو الأسرة   تجاه 
الأصدقاء

هالاهل,  وش 
اصداقاء,  ماعندي 
اصحاب منافقين

Poor memory ذاكرة ضعيفة انا دائما,   انسى 
غبي, غبية

Past failure فشل الماضي ما فاشلة,   فاشل, 
بجيب بشيء,   انجح 
العيد

Crying spells نوبات البكاء اصيح, دائما,   ابكي 
دموع

Childhood trauma صدمة الطفولة حياتي,  صدمة 
تعنيف  ضرب, 
الصغار

Table 1: Depression Attributes

 Multinomial Naive Bayes (MNB) is a specialized type 
of Naive Bayes (NB) that was designed for text documents taking 
into account the consideration of word occurrences in training 
documents from class. It is a text document specialized version 
of Naive mathematician. Because of the existence and absence 
of explicit words, Naive Bayes is considered simple to model a 
document. Simple Naive Bayes classification of a document 
supports the existence and absence of explicit words. However, 
multinomial Naive Bayes expressly models word counts [15]. 
In addition, the multinomial model selects word frequency 
information in documents [14].

 Support vector machines (SVMs) are a prediction 
model that uses features or variables that are extracted from 
data. Then, the features are treated as independent variables in 
an algorithm to forecast the dependent variable of an outcome 
of interest [6]. The SVM classifier is a non probabilistic binary 
classifier that finds the separating plane between two classes with 
maximal margins [17]. Unlike Naive Bayes, the SVM classifier 
makes non probabilistic binary vectors a learning algorithm to 
be applied for classification. It represents the features as points in 
space predicted to one of the assigned classes [2]. The SVM clas-
sifier uses a large margin for classification. It separates the tweets 
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using a hyperplane. SVM creates a hyperplane that divides the 
data into two sets with the maximum margin in linear classifica-
tion. When the two sides are equal, a hyperplane with the maxi-
mum margin has distances from the hyperplane to the points [1].

 K-nearest neighbor (KNN) is considered the simplest 
and fundamental classification method when there is little or no 
prior knowledge about the data distribution. This rule simply 
keeps the whole training dataset during learning and assigns a 
class to each query based on the majority label of its k-nearest 
neighbors in the training set. Majority voting among the data 
records in the neighborhood is usually used to determine the 
classification of data record t with or without consideration of 
distance-based weighting [9]. However, to implement (KNN), 
we have to choose an appropriate value for k, and the success of 
classification depends greatly on the k value. Therefore, the KNN 
method is biased by the k value [10], [7]. In the model, we chose 
the value of k as 3.

 Decision trees are commonly applied in machine learn-
ing techniques. They simply create a sequence of carefully de-
signed questions in an attempt to classify the data. Decision trees 
are classifiers that forecast class labels for data items. Many sci-
entific problems require labeling data items using a specific class 
based on data item features. Decision trees are built by analyzing 
a training dataset for which the class labels are known. Then, they 
are used to classify previously unseen data examples. If decision 
trees are trained with high-quality data, they can provide highly 
accurate predictions [11].

 In the random forest technique, several decision trees 
are built by a random tree building algorithm. By taking the most 
common prediction among the trees, the predictions of the re-
sulting group of decision trees are combined. Maintaining a set 
of good hypotheses, rather than committing to a single tree, de-
creases the chance that a new example is misclassified by assign-
ing the incorrect class by many of the trees [11].

Evaluation Results

 In this section, we discuss testing of the depression de-
tection model by using text evaluation metrics such as accuracy, 
precision, recall (sensitivity), and F-score. 

 The following are the most commonly used measures 
for binary classification based on the confusion matrix values 
[19], [20]:

 Accuracy: it approximates the effectiveness of the algo-
rithm by showing the probability of the true value of the class 
label; furthermore, it evaluates the total effectiveness of the algo-
rithm.

 
 Precision: it is the number of positive examples correct-
ly classified divided by the total number of examples classified 
by the system as positive and estimates the predictive value of a 
label, regardless of whether it is positive or negative, according 
to the class in which it is calculated; furthermore, it evaluates the 
predictive power of the algorithm.

 Recall (sensitivity): it is the number of positive exam-
ples correctly classified divided by the total number of positive 
examples in the data. The sensitivity approximates the proba-
bility that the positive (negative) label is correct; furthermore, it 
evaluates the efficiency of the algorithm on a single class.

 F-score or F-measure: it is the combination of the above 
and gives the relationships between positive data labels and those 
given by the classifier. The F-measure is a composite measure 
that takes advantage of high-sensitivity algorithms and challeng-
es higher-specificity algorithms, where the F-measure is evenly 
balanced when β = 1.

 Table 2 and Figure 2 illustrate the evaluation end results 
for the applied algorithms for support vector machine (SVM), 
k-nearest neighbor (KNN), multinomial Naive Bayes (MNB), 
decision tree (DT), and random forest (RF) to select the best al-
gorithm for our model in detecting depression tweets.
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 Figure 3 shows that the k-nearest neighbor (KNN) 
classifier has the highest accuracy at 87.70%, followed by support 
vector machine (SVM) at 87.50% and random forest (RF) at 
85.30%. Based on the results, the k-nearest neighbor (KNN) 
classifier outperformed the other classification techniques in 
almost all measures, followed by support vector machine (SVM) 
and random forest (RF).

Conclusion

 We discussed the proposed system and decided to build 
a model that can classify Arabic tweets based on the depression 
attributes that are selected by health professionals. After that, we 
applied the classification techniques where tweets are extracted 

based on the most depression attributes. Then, we evaluated the 
accuracy of applied supervised machine learning techniques to 
select the best algorithm for our model. The evaluation results 
showed that the k-nearest neighbor (KNN) classifier outper-
formed the other classification techniques in almost all mea-
sures, followed by support vector machine (SVM) and random 
forest (RF).

 In future work, we hope to understand how social 
media behavior analysis can help to develop widely scalable 
techniques for automated public health tracking in the Arabic 
world. Additionally, we are interested in using the potential of 
social media platforms to accurately track mental health in the 

Evaluation SVM KNN MNB DT RF

Accuracy 87.50% 87.70% 77.60% 79.70% 85.30%

Precision 80% 83.30% 30.20% 29.60% 42.80%

Recall 8% 10% 52% 38% 30%

F-Score 14.50% 17.80% 38.20% 33.30% 36.30%

Table 2: Classification Evaluation Results

Figure 2: Classification Evaluation Results

Figure 3: Accuracy Results
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Arabic population and to identify suffering individuals to target 
prevention and send awareness messages by doctors to enhance 
mental health. Furthermore, we are interested in applying more 
evolutionary techniques to Arabic text to extract more emotional 
features with the most depression attributes, which could help to 
improve the results. Additionally, more Arabic datasets are need-
ed to verify the effectiveness and efficiency of our model due to 
the complexity of the Arabic language and the lack of resources 
and tools available for extracting Arabic sentiments. Additional-
ly, Arabic dialects are changing over time and do not follow the 
formal grammatical structure of Modern Standard Arabic.

 We believe that the research can be used by health doc-
tors and health care agencies to help in diagnosis and provide 
help to depressed Twitter users and to determine suffering indi-
viduals in order to target prevention and send awareness messag-
es by doctors to enhance mental health.
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