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Abstract

formation, such as association rules, useful for decision-making. To extract them, we need information extraction tools such
as association rule measures. To have reliable information, we must also use relevant measures, so we compared the associa-
tion rule measures MGK and the McNemar measure. As a comparison result, we saw that the MGK measure is more accu-
rate and more distinctive than the McNemar measure which confuses all forms of dependencies even independence.
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Introduction

intelligence that is, a machine able to react or to think like a
human  being  [1].  In  order  to  do  this,  it  requires  an  enor-
mous  amount  of  information,  both  to  train  itself  and  to

types of information in the literature, but what interests us
most  is  information  of  the  association  rules  type.  Associa-
tion rules is an information presented like , that we
can read as if X is present or true then Y will be present or

ical health, social sciences, environment, more other [3]. In
this article, we present what an association rule is and how
its quality is measured. We then present and analyze two
measures of association rules: the McNemar and MGK.

Association Rules and their Measurements

An association rule is a pair (X,Y) noted 

where X and Y are disjoint patterns (or conjunctions of bi-
nary variables). An association rule of type  associa-
tion rule takes the form "If condition, then result". It has a
premise part (or antecedent) composed of a set of variables

X and a conclusion part (or consequent) composed of a set

of variables Y disjoint from X. Such a rule is used to discov-

er whether transactions that verify pattern X tend to verify

pattern Y as well. For this reason, it is extracted from a for-

ly characterized by its contingency table, which is the basis
for calculating association rule evaluation measures.

Let  a set of m variable items or
attributes, and  a set of n transactions or en-
tit ies  defined  on  the  set  of  attributes.  A  subset

 is the set of parts of A) is called a pattern
and  its complement. Each transaction ti consists of

forming a subset of attributes of A,Xk. A transaction is said

to ti xk if the transaction ti contains xk in which case

we write ti[xk]=1 otherwise ti[xk]=0. A transaction contains a
pattern if all the attributes that make up the pattern are con-

T,A,R), where T is the

set of transactions or objects, A the set of attributes or vari-

ables and R a binary relationship from T to A [7].

Let K = (T,A,R) be a binary data mining context.

X denoted X’ the set of t of T

such that for all x from X, tRx:

In the set of transactions, which we have denoted

T  we can define a discrete probabilized space (T,P(T),P)

where P is the discrete uniform probability [4].

In health study, as used in “Improved extension of

study” [5], the motif X can represent the symptoms, Y a dis-

ease and X’ is a list of all patients presenting the symptoms

X.

So, if . If X and Y be-
ing two patterns such 

X,Y).

ation rule such as  or .

rule

An  association  rule  of  a  formal  context  K  =

(T,A,R) is a pair (X,Y) noted  where X and Y are pat-

terns and  is commonly read as "if X, then Y". It ex-
presses an association or oriented link between X and Y,
and X is said to be the premise and Y the consequent.

is  generated from a  large  database,  which we have  called a
formal database. As a result,  many association rules can be

tool,  known  as  a  probabilistic  measure  of  interest.  At  pre-
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tive  values  (NPV),  Odd-Ratio,  the  McNemar  test,  etc.,

large number of measures is due to the fact that researchers

dent and reliable association rules. A study leaded by Bruce
[6] has shown the shortcomings of the Odd-Ratio test com-
pared with the MGK test. This means that we try to find a
good measure that can give us the best result. In the remin-
der of this article, we will compare the McNemar measure
with the MGK measure, which has already overtaken the Od-
d-Ratio measure. However, a measure must respect some
forms and conditions.

Let  be patterns. A probabilis-
tic quality measure is a real function µ of  such
that for any association rule  is a real value
c a l c u l a t e d  f r o m  t h e  f o u r  q u a n t i t i e s :

, where P denotes the discrete

uniform probability on the probability space (A,P(A)).

Property 2.1 (Measure property).

1.  A  measure  is  said  to  be  symmetrical  if
.

2.  A  measure  is  said  to  be  oriented  if  there  is  at
l e a s t  o n e  a s s o c i a t i o n  r u l e   w e  h a v e

.

Several researchers have focused on the criteria for
evaluating  a  good  quality  measure  (André  Totohasina  in
2008 [7], Lenca Philippe in 2011 [8], Grissa in 2013 [9], Lan
Phuong in 2016 [10] and Rakotomalala in 2019 [11], among
these works, we were able to select some criteria:

Measurement  comprehensibility  for  the  user
(interpretable);

Nature of the rules targeted by the measure;

Sensitivity  to  the  appearance  of  examples  and

counter-examples;

Direction of measurement variation;
Type of variation: linear/non-linear;

Impact of the scarcity of the consequent;

Sensitivity to data size;

Discriminant character of the measurement;

Use of a pruning weir;

Contextual behavior of the rules studied;

Deviation from equilibrium;

Contradiction of the user's priori knowledge;

Noise sensitivity.

According  to  the  literature,  measures  that  meet
most of these criteria are ranked better than others. In what
follows, we will not compare them on the basis of these crite-
ria, but rather on their mathematical expressions.

McNemar's Measurement

binary qualitative variables, or of the same variable evaluat-

ticle entitled: "Matched analysis for paired binary data (Mc-
Nemar test)"  published in  the  American Journal  of  Ortho-
dontics  and  Dentofacial  Orthopedics  (AJO-DO),  Despina
Koletsi presented an application of the McNemar test to the

[13].  For his  part,  Jean Claude Regnier used the McNemar
test to assess the dependence of students' responses to exer-
cises [14].

Consider the following contingence table (Table 31):
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Table 3-1: Contingency table

Interpreting table values in Table 31:

: number of individuals who answered 0 (or
absence of X) in test 1 and 0 (or absence of Y) in test 2

nXY: number of individuals who answered 1 (or
presence of X) to test 1 and then 1 (or presence of Y) to test
2

: number of individuals who answered 0 (or
absence of X) to test 1 then 1 (or presence of Y) to test 2

: number of individuals who answered 1 (or
presence of X) to test 1 and 0 (or absence of Y) to test 2

with one degree  of  freedom and α risk  threshold.  Remem-

should  be  expressed  in  terms  of  four  elements:
.

So,  let's  re-express  McNemar's  measure  in  accor-

dance with the indications for formulating the measure. We
then have the following proposition.

Proposition 3.1:

Let X and Y be two patterns, P() the uniform prob-

rule 

Proof

Given  that  X  and  Y  are  patterns  in  a  formal

database K = (T,A,R)

the formal database K with uniform probability, such that

.

Multiply the numerator by  and the denominator by 
then we have:
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We know that

We then have

Note: In this new expression of the McNemar mea-
sure  the measure is therefore
symmetrical.

A  McNemar  test  validation  use  the  chi-square
table  with  one  degree  of  freedom.

MGK Measurement

goes by various names independently, depending on the re-
searcher  and  the  year  of  its  discovery:  inspired  by  the  Lo-

evinger index, MGK (Guillaume-Kenchaff measure) was in-
dependently  proposed  and  named  in  2000  by  Guillaume"
ION  (Implication  Oriented  Normalized)  in  2003  by  Toto-
hasina, CPIR (Conditionnal Probability Incrementation Ra-
tio)  in  2004  by  Wu  and  Zhang,  verifying  the  oriented  im-
plicative property of Brin and his team in 1997 [15]. Due to

for  extracting  non-redundant  rules,  this  measure  is  both

measure is expressed as:

Indeed - if X favors Y, on the one hand



6

JScholar Publishers J Data Sci Mod Tech 2025 | Vol 2: 101

so

on the other hand

so

so

So

if X disfavors Y, on the one hand

So

and on the other hand

so

so

so

If we denote by 
c a l l e d  t h e  f a v o r a b l e  c o m p o n e n t ,  a n d

 called  the  unfavorable
component, then the measure MGK can be expressed

Measurement Reference Situations MGK
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presents these situations [7,11] as follows:

Incompatibility: X and Y are incompatible if and only
if .

Unfavorable situation or negative dependency: X disfa-
vor Y if and only if .

Situation of independence: X and Y are independent if
and only if 

Favorable situation or positive dependence: X favor Y
if and only if .

Logical  implication  situation:  X  logically  implies  Y  if
and only if 

Equilibrium situation: in an equilibrium situation, i.e.
, the measurement MGK = ±1/2

Measurement validation threshold MGK

Like all the measures we have seen above, the MGK

culated using the Chi-square statistic, based on the principle

GK threshold is expressed as:

An association rule is therefore valid, according to

the measure MGK if the absolute value of its MGK is greater

than the absolute value of the threshold MGK  threshold (α)

Comparative Analysis of McNemar and MGK

And

As  the  both  measures  are  expressed  with
,  we  can  express  each  with

o t h e r  i t  m e a n s

Considering, , we have the
following relation:

We can see that we don't  have the usual  relation-
ship,  so we will  take a few examples already used by Toto-
hasina  to  compare  the  Chi-square  measure  with  the  mea-

sure MGK 
dence (Table 51), negative dependence (Table 52), indepen-
dence (Table 53), incompatibility (Table 54) and logical im-
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plication (Table 55)) [7].

Table 5-1: Positive dependence 

Table 5-2: Negative dependence 

Table 5-3: Independence 

Table 5-4: Incompatibility 
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Table 5-5: Logical implication 

Table 5-6: 

We  notice  that  at  the  last  table  (Table  56),  both

measures  are always positive, belong to the inter-
val , which means that the measurements are symmet-
rical, i.e.  is equivalent to . At independence,

Compared with its value at negative dependence, we can in-
terpret this as a strong link, since at independence its value
is higher than at negative dependence. These facts mean
that the Chi-square and McNemar measures are unreliable
and fail to meet many of the characteristics of a quality mea-

sure of association rules. However, the measure MGK mea-

preted as a probability such that the signs only indicate the
direction of the link: negative if opposite, i.e. the presence of
the other implies the absence of the other, and positive if
the same orientation. To sum up, the Chi-square and McNe-
mar measures arse unreliable and very confusing, which is

not the case for the measure MGK.

For a  risk α = 0.05,  the χ2 (α)  with one degree of
freedom is equal to 3.841, then:

in  positive  dependence  (Table  5-1),  MGK  threshold

(0.05) = 0.02654 and MGK = 0.11 then we accept the implica-

tion X→Y (because MGK ≥ MGK threshold)

in  negative  dependence  (Table  5-2),  MGK  threshold

(0.05) = -0.02654 and MGK = -0.54 , as the both values are

negative, and MGK threshold ≥ MGK then one of  and
 is valid

in independence (Table 5-3), MGK threshold (0.05) =
0.02654 and MGK = 0 then we cannot say anything

in incompatibility (Table 5-4), MGK threshold (0.05) =
-0.04801 and MGK = -1, then certainly one of →Y and X→ 

in  logical  implication  (Table  5-5)  MGK  threshold
(0.05) = 0.03667 and MGK = 1 so we accept without a
doubt the implication X→Y
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Conclusion

Extracting knowledge from a database is a crucial

tion  includes  association  rules,  which  are  extracted  from a

sured using a probabilistic function, with at least 106 mea-
sures listed in the literature. Even if these measures are used
to measure the quality of an association rule, their ability to

and observed the behavior of  two measures:  the McNemar

 MGK. As a result,

we found that the McNemar measure is very confusing and

MGK measure, on the
other hand, distinguishes between cases such as -1 for in-
compatibility, a value between -1 and 0 for negative depen-
dency, 0 for independence, between 0 and 1 for positive de-
pendency and 1 for logical implication. So, it is best to use

the MGK

ests.
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