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Abstract

“Luna,"  an  AI-powered  chatbot  designed  to  support  student  mental  health,  was  implemented  to  address  rising  mental

health concerns in postsecondary institutions. This work explores the efficacy of Integrating Luna, a virtual mental health

therapist,  in  an  educational  setting.  A pilot  study  with  52  participants,  comprising  students  and healthcare  professionals,

yielded promising results. Specifically, 96% reported safe interactions with the AI-chatbot while 90.39% rated Luna as useful

to very useful. The study also delves into the broader implications of deploying AI-driven mental health support within edu-

cational systems. Key considerations include the technical and ethical aspects of managing sensitive conversations, ensuring

data privacy, and effectively escalating cases that require human intervention. By addressing these issues, the research con-

tributes to the interdisciplinary discourse on the applications, effects, and implications of computer-based education, offer-

ing valuable insights for educators, practitioners and theorists.

Keywords: AI-chatbots; Conversational AI; Ethics; Institutional Review Board (IRB); Luna; Mental Health; Postsecondary

Students; Higher Education
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Introduction

In  recent  years,  the  mental  health  crisis  among

postsecondary  students  has  emerged  as  a  critical  concern

within the educational and healthcare communities [1-4]. A

growing body of evidence highlights a significant uptick in

mental  health  symptoms,  including  anxiety,  depression,

stress-related  and  sleep  disorders,  and  even  suicidal  idea-

tion,  thereby  impacting  students'  academic  performance,

quality  of  life,  and  overall  well-being  [5,6].

Data from a United Kingdom (UK) survey show a

notable increase in students reporting a serious psychologi-

cal issue from 2018 to 2020 [7]. These rates are compound-

ed by the recent  pandemic,  which has been shown to have

had  a  negative  impact  on  student  mental  health,  with  in-

creases in depression and alcohol-use disorder [8]. The tran-

sition to higher education introduces a unique set of stres-

sors,  compounded  by  the  pressures  of  academic  achieve-

ment,  financial  burdens,  and  the  challenges  of  navigating

the maturing adult life. As educators and healthcare profes-

sionals grapple with these complexities, the potential of Arti-

ficial Intelligence (AI) in offering innovative support mech-

anisms has come to the forefront.

AI-chatbots,  designed  to  simulate  conversational

interactions, present a promising avenue for providing im-

mediate, accessible, and non-judgmental mental health sup-

port  [9,10].  With  the  Covid-19  pandemic  accelerating

healthcare services digitalization, the integration of AI tech-

nologies,  such  as  chatbots,  into  postsecondary  educational

settings,  is  posited as a transformative approach to supple-

ment traditional mental health services, thereby potentially

bridging gaps in access disparity and reducing stigma associ-

ated with seeking help [11]. However, the application of AI

in  speculative,  sensitive  areas  like  mental  health  raises  a

plethora of ethical, privacy, and safety concerns, particularly

regarding  the  predictability  and  reliability  of  AI  responses

across a range of complex human emotional states [12,13].

A critical barrier to further adoption and open in-

tegration of AI-chatbots for mental health support in educa-

tional  settings  is  the  apprehension  of  Institutional  Review

Boards  (IRBs),  specifically  regarding  the  approval  of  pro-

posed studies involving these technologies. IRBs play a pivo-

tal role in ensuring the ethical conduct of research, particu-

larly when and where it involves the rights, welfare and pri-

vacy  of  vulnerable  populations  such  as  students,  especially

those  transitioning  into  adulthood.  The  uncertainty  sur-

rounding  AI-chatbots'  responses  and  the  potential  for  un-

foreseen harm poses significant challenges, prompting IRBs

to  exercise  caution  [14].  This  hesitance  in  turn  reflects

broader  concerns  within  the  health  policy  management

sphere about safely and responsibly integrating AI technolo-

gies in ways that prioritize the students’ welfare, rights and

privacy.

In  this  paper,  we  explore  the  intersection  of  AI

technology,  student  mental  health,  and health  policy  man-

agement,  drawing  upon  a  case  study  of  "Luna,"  a  virtual

mental  health  therapist  developed  using  OpenAI's  GPT-4.

Through examining the development, pilot testing, and sub-

sequent modifications of Luna, our research team addresses

the critical concerns raised by the IRB committee. More spe-

cifically,  the  current  work  identifies  unique  policy  chal-

lenges  for  ethically  integrating  AI-chatbots  in  educational

settings.

The paper layout is as follows. The first section re-

views  the  literature  exploring  mental  health  challenges  in

higher education and strategies for adopting AI in these sett-

ings.  This  is  followed by the  methods  section that  first  de-

scribes  the  development  and  pre-testing  processes  of  the

AI-Chatbot, Luna and later the research design encompass-

ing using multi-methods approaches to pilot-test Luna. The

results  section highlights  the findings from the pilot  study.

Before the conclusion, we also offer insights into the study's

implication for health policy, its limitations, and areas for fu-

ture research and a discussion of the complexities of navigat-

ing the ethical approval processes.

Literature review

Mental  health  concerns  are  significantly  rising  in

postsecondary students over the past 10 years, with a 50% in-

crease since 2013 [3,15]. The American College Health Asso-

ciation (ACHA) surveys consistently reported stress, anxie-

ty, depression, and suicidal ideation being significant in the

higher education population, with one study demonstrating

an  association  of  these  mental  health  concerns  and  un-
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healthy  lifestyle  behaviors  such  as  poor  diet  and  substance

use [1].

Additionally, the Healthy Minds Study, which spe-

cifically focuses on mental health and wellbeing among col-

lege students, found increased rates of mental health symp-

toms and conditions that must be addressed within the pop-

ulation  [3].  The  Healthy  Minds  survey  data  were  collected

from  over  350,000  students  (about  half  the  population  of

Vermont)  at  373  campuses.  Importantly,  during  the

COVID-19 pandemic, more than 60% of students reported

at  least  one  untreated  mental  health  symptom  that  they

were  experiencing  [3].  Specific  mental  health  concerns  in-

tensified  by  the  pandemic  include  depression,  substance

use,  eating  disorders,  and suicidal  ideation [16-18].  Recent

data  from  2023  from  the  Center  for  Collegiate  Mental

Health  (CCMH)  at  Penn  State  University  also  found  that

anxiety  is  the  most  common  initial  concern  that  students

present  with,  with  social  anxiety  and  family  distress  con-

cerns continuing to increase since their initial increase with

the pandemic [19].

To  date,  many  contributing  factors  have  been

shown  to  affect  postsecondary  students  and  their  mental

well-being.  Aside  from  barriers  or  access  to  mental  health

care,  other  major  factors  include  academic  and  financial

stress  [20].  Counseling  provided through higher  education

institutions  is  generally  effective  and helpful  with evidence

of improvements in student academic achievement and re-

tention  [21].  However,  the  demand  for  resources  far  ex-

ceeds those available to help college students [22]. Notably,

universities  have  difficulties  in  developing  policies  and

methods  to  identify  the  mental  disorders  that  college  stu-

dents may face and in finding solutions to address the stu-

dent mental health problems within a large population [23].

For  some  college  students,  academic  environ-

ments may be demanding, serving as a breeding ground for

mental  health  issues.  The  unwavering  pursuit  of  obtaining

high grades in courses and the pressure to engage and excel

in  extracurricular  activities  create  a  constant  state  of  stress

and anxiety [5]. This is further complicated by the financial

pressures of inflating tuition fees, either serviced via balloon-

ing student loans and/or non-sustainable scholarships. Ad-

ditionally,  postsecondary  students  face  peer  and  societal

pressure that further endorses the breeding ground for men-

tal  challenges  [24].  Thus,  self-worth  and  self-doubt  play  a

role, adding to the pressure.

For  an  increasing  number  of  students,  financial

stress can be a significant trigger for mental health disorders

[25].  Postsecondary  students  have  the  task  of  maintaining

their  academic performance and balancing the need for  fi-

nancial  support,  which  can  create  overwhelming  anxiety

and worry. These worries can also be exacerbated by a back-

ground  of  childhood  poverty.  The  financial  burden  along-

side  chronic  stress  can  lead  to  hopelessness  and  helpless-

ness. Additionally, the fear of accruing debt with the uncer-

tainty of what type of employment they may secure after gra-

duation is another stressor that the students may face, while

they  work  several  jobs  to  maintain  their  current  lifestyle.

This constant juggling between academic achievements and

financial  responsibilities  can  exacerbate  feelings  of  depres-

sion,  anxiety,  and  even  contribute  to  more  severe  mental

health issues if left unaddressed [2]. Overall well-being and

mental wellness can significantly be affected by financial in-

stability or the fear of the unknown.

When students are in an academic setting and feel

pressured to succeed, fear often contributes quickly to poor

mental  health  conditions.  The  fear  of  failing  can  worsen

pre-existing mental health conditions. It can also cause stu-

dents  to  develop  symptoms  of  mental  health  that  may  not

have existed. Without pre-existing support systems being ac-

cessible,  students  may experience  the  increasing  burden of

these  detrimental  conditions  and  circumstances,  as  their

coping  skills  decline.  Symptoms  of  depression,  anxiety,  or

burnout can lead to a decline in student well-being and aca-

demic performance. Conversely, building student self-effica-

cy  and  confidence  has  been  associated  with  improvements

in  academic  performance,  reinforcing  the  need  for  pro-

grams and services that support building these skills and at-

titudes [5]. Accordingly, university policies should be man-

dated  to  incorporate  means  of  addressing  college  student

academic pressure and foster a culture of holistic well-being

to support student mental health.

Even so, stigma and barriers to accessing or seek-

ing care are common issues that college students often en-

counter, exacerbating the risk of mental health disorders or
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causing a decline in current ones [26].  Societal  stigma per-

sists in each community, fostering a culture of disgust and a

sense  of  weakness  if  one  needs  to  seek  mental  health  care.

Some students feel a fear of judgment and discrimination or

are perceived to be mentally unstable, which can deter stu-

dents from disclosing their mental health concerns or seek-

ing professional support. As well, there may be misconcep-

tions and a lack of education that can also contribute to stig-

ma  and  barriers  to  treatment.  Moreover,  there  are  areas

where there is limited access to affordable mental health ser-

vices, long queues to schedule initial appointments, and the

fear  of  a  breach  of  confidentiality  when  seeking  mental

health care [27]. Altogether, these barriers contribute to a cy-

cle  of  untreated  mental  health  issues,  escalating  distress,

and diminished academic confidence and functionality. Ad-

dressing stigma, increasing access to care, and helping peo-

ple on college campuses to embrace inclusivity are key to dif-

fusing  the  misconceptions  related  to  mental  health  so  that

college students can gain the necessary care to thrive.

Finally,  a  transition  from  high  school  to  postse-

condary education can also contribute to mental health chal-

lenges  that  may  not  have  existed  prior  or  exacerbate  ones

that already exist [28]. Many students experience feelings of

loneliness,  homesickness,  and  a  sense  of  disorientation  as

they  adapt  to  their  new  environment  [29].  Moreover,  the

pressure to succeed academically while balancing social and

personal responsibilities can quickly become overwhelming

and frustrating. The common factors that can lessen the in-

tensity of the challenges would be adequate support and cop-

ing  mechanisms  to  enhance  mental  well-being  and  overall

college  experience.  Recognizing and addressing these  chal-

lenges is crucial in providing the necessary resources on and

off campus and supporting the mental health of college stu-

dents during this transitional phase [29].

Mental  health  chatbots,  for  example,  can  provide

convenient accessibility to mental health services in a varie-

ty of languages through a visual and interactive conversatio-

nal process. While there still is limited research involving a

widespread  deployment  of  mental  health  outreach  via  AI,

several studies have been done evaluating the use of a single

AI system across various mental health metrics. One of th-

ese studies is [30]; here, the researchers demonstrated an im-

provement  in  stress  as  measured  by  the  GAD-7  score  for

anxiety in those who completed the AI procedure. Notwiths-

tanding,  only  about  40%  of  the  study  participants  reached

completion of the first step. As such, while these results may

be  promising,  they  indicate  an  inherent  attention  require-

ment to improve patient engagement, that is, a need to de-

ploy AI-chatbots that are more user-friendly and engaging.

Some  policymakers  have  difficulty  understanding

and conceptualizing the ever-evolving component of AI in-

novation and advancements. Further, they often have chal-

lenges  grasping  the  immediate  need  of  additional  mental

health  resources  on  college  campuses.  While  policymakers

may advocate for AI research, it is not surprising that their

ideas revolve around the ability to process the resemblance

of  AI  to  that  of  a  human.  A  contributing  factor  to  this

phenomenon is that policymakers have not developed guide-

lines or vernacular to describe various aspects of AI technol-

ogy  [31-33].  Therefore,  the  opportunity  to  further  explore

the idea that AI could positively advance and provide imme-

diate access to post-secondary students to decrease risks of

untreated or increased amounts of mental health conditions

is beneficial.

Policymakers have not been shown to understand

these challenges, as there is limited data, specific guidelines

and  resources  to  guide  post-secondary  institutions  on  im-

proving these  mental  health  challenges  of  college  students.

If  more policies and guidelines can be appropriately devel-

oped and implemented on college  campuses,  there  may be

an  increase  in  academic  success  and  student  mental  well-

ness,  and  a  decrease  in  mental  health  stigma.  The  integra-

tion of policies that involve AI mental health chatbots are a

cost-effective and sufficient way to combat these increasing-

ly problematic mental health issues that college students are

currently facing on campuses.

Materials and methods

Luna  is  developed  to  serve  as  a  virtual  mental

health therapist for postsecondary students, utilizing GPT-4

AI models.

Luna development

Reaching out to orchestrate both effectiveness and

safety  in  its  interactions  with  users,  the  development  pro-
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cess for Luna entails several key stages to date.

Stage 1: Model training & customization

Luna's  foundational  model  is  built  using  GPT-4,

which has  been fine-tuned with  a  specific  focus  on mental

health-related conversations.

Just  to  ascertain  that  Luna  understands  and  re-

sponds  appropriately  to  a  wide  range  of  student  concerns,

its  customization  involves  prompt  engineering  techniques

designed to train the AI on mental health scenarios, includ-

ing discussions  on anxiety,  depression,  and stress  manage-

ment.

Stage 2. Implementation of safety guardrails

A key feature of Luna's development is the imple-

mentation of safety guardrails, which are crafted through so-

phisticated  prompt  engineering  techniques.  These

guardrails  are  designed  to  recognize  conversations  around

sensitive topics surrounding anxiety, depression, suicidality

and other mental-health related issues.

Exemplary scenarios of these safety guardrails  are

illustrated in Figures 1.1-1.3.

Anxiety  and  Depression:  When  conversations

indicate symptoms of anxiety or depression, Luna

has  been  programmed  to  recommend  university

counseling services. This is achieved through pre-

defined triggers that, upon detection, will guide the

conversation towards professional resources.

Suicidality: For users mentioning suicidality, Luna is

designed to immediately provide emergency contact

information and national suicide helpline resources.

This critical safety measure ensures that users will

receive prompt and appropriate guidance in urgent

situations.

Stage 3. AI illustrative applications

To enhance Luna's therapeutic capabilities, illustra-

tive  applications  have  been  integrated  into  the  system  via

prompt  modification.  These  applications  include  therapy

sessions,  mindfulness  exercises,  and  cognitive-behavioral

techniques, which Luna can recommend based on the user's

needs.

Each  application  has  been  carefully  selected  and

tested  to  align  with  best  practices  in  virtual  mental  health

support. Figure 2 is an example of testing a mindfulness re-

quest.

Stage 4. Pre-testing phase

Prior to deployment, Luna has also been extensive-

ly  pre-tested  to  ensure  the  soundness  of  its  AI  responses.

This phase involves:

Simulated  User  Interactions:  A  diverse  set  of

simulated user interactions has been created to test

Luna's  responses  across  various  scenarios.  These

simulations help identify potential weaknesses in the

AI's understanding and responsiveness.

Feedback  Loop:  Feedback  from  mental  health

professionals  and AI ethics  experts  has  also been

collected to refine Luna's responses.  This iterative

process incorporates multiple rounds of testing and

adjustments  to  improve  the  AI's  accuracy  and

empathy.

Once Luna development  has  been completed,  the

research team submitted an Institutional Review Board (IR-

B) application, and a full board review was conducted. Fol-

lowing the  full  board review,  the  IRB mandated a  prelimi-

nary pilot study. The pilot study was required to thoroughly

evaluate Luna's effectiveness, safety, and user experience be-

fore  the  committee  could  approve  a  decision  to  continue

the proposed research.

The  IRB's  input  had been especially  crucial,  lead-

ing to specific requirements that significantly re-shaped the

study's  design  for  the  preliminary  pilot.  One  such require-

ment  was  for  pilot  study participants  to  submit  their  tran-

scripts  for review, enabling a detailed assessment of  Luna's

interactions  and  ensuring  adherence  to  safety  and  ethical

standards.

Research design

The pilot employed a mixed-methods approach to
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assess the effectiveness and safety of Luna.

This  approach  was  adopted  to  leverage  the

strengths  of  both  quantitative  and  qualitative  methods,  al-

lowing  for  a  comprehensive  evaluation  of  Luna’s  perfor-

mance from multiple perspectives. Participants were recruit-

ed voluntarily from a diverse group of college students and

healthcare  professionals  to  reflect  a  broad  spectrum  of

users. Detailed information about the study's objectives, the

function  of  the  AI  chatbot,  and  ethical  considerations,  in-

cluding data privacy, was provided to the participants,  and

from  whom  informed  consent  was  individually  registered

prior to study participation.

Quantitative methods

Instrument Development

Quantitative data were collected via structured sur-

veys developed specifically for this study. The survey includ-

ed Likert-scale questions designed to measure participants’

perceived usefulness of Luna and the safety of their interac-

tions.

The  development  of  the  survey  instrument  in-

volved  the  following  steps:

A.  Item  Generation:  Questions  were  formulated

based  on  existing  literature  on  virtual  mental  health  inter-

ventions (Abd-Alrazaq et al., 2021). For example, a question

such as "On a scale of 1 to 5, how useful did you find Luna's

recommendations for managing anxiety?" was included.

B. Instrument Testing: The initial survey was pilot-

ed with a small group of students to ensure clarity and rele-

vance.  Feedback from this  pilot  test  led  to  minor  revisions

to improve question wording and format.

Data Collection

Participants  completed  the  structured  surveys  af-

ter their interactions with Luna. The surveys were adminis-

tered online, ensuring ease of access and convenience for all

participants. Informed consent was obtained from individu-

al participants prior to participating in the study, following

ethical  guidelines  and  approval  from  the  Institutional  Re-

view Board (IRB).

Data Analysis

Quantitative data were analyzed via statistical ana-

lytics  software.  Descriptive  statistics  were  used  to  sum-

marize  the  data,  while  inferential  statistics,  such  as  t-tests,

were employed to identify significant differences in percep-

tions based on captured responses.

Qualitative methods

Instrument Development

Qualitative  feedback  was  gathered  via  open-text

fields  embedded  within  the  structured  surveys.  This  ap-

proach  allowed  participants  to  provide  detailed  comments

on their experiences with Luna, focusing on aspects such as

the  appropriateness  of  responses,  perceived  empathy,  and

any concerns regarding privacy and safety.

A.  Prompt  Development:  Open-ended  questions

were designed to elicit rich, descriptive feedback. For exam-

ple, participants were asked, "Please describe any specific in-

stances where you felt Luna's response was particularly help-

ful or unhelpful."

B.  Pre-Testing:  The  open-text  fields  were  tested

with a small group to ensure they effectively captured the de-

sired feedback.

Data Collection

Qualitative data were collected alongside the quan-

titative surveys. Participants were encouraged to provide as

much  detail  as  possible  in  their  responses.  Informed

consent  included  a  clause  that  participants  agreed  to  pro-

vide qualitative feedback as part of their participation.

Data Analysis

Qualitative data were analyzed vis-à-vis logical the-

matic  analysis.  Responses  were  coded to  identify  recurring

themes and patterns. Two independent coders reviewed the

data  to  enhance  reliability,  and  any  discrepancies  were  re-

solved through discussion. Key themes related to the appro-

priateness of Luna's responses and user concerns were high-

lighted and documented.
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Results

Participant demographics

The evaluation involved 52 voluntary participants,

reflecting  a  diverse  group  with  substantial  representation

from  academia  and  healthcare.

Professors  and  healthcare  professionals  constitut-

ed 33.4% of the participants, showcasing the interest and rel-

evance  of  Luna  across  professional  domains.  A  significant

majority, 76.6%, were college students from over 20 institu-

tions, encompassing healthcare professionals such as nurses

and nurse practitioners (45%), and students (55%) in fields

such as Health Services Administration, Nursing, Psycholo-

gy, and Behavioral Analysis.

This mix offered a broad array of  perspectives on

the study's subject matter.

Safety & themes of interactions

A  paramount  concern  in  the  implementation  of

AI for mental health support is the safety and appropriate-

ness of the interactions.

In  our  study,  an  overwhelming  96%  of  respon-

dents considered their interactions with Luna to be safe (Fig-

ure 3). The finding indicates a high degree of trust in the

chatbot's capacity to navigate sensitive topics and offer sup-

port without posing risks to users, a testament to the effec-

tiveness of the implemented safety guardrails. These results

are consistent with a meta-analysis which found that partici-

pant interactions with similar chatbots were broadly safe,

with no worsening of symptoms, distress, or adverse events

reports [34]. Another survey [11] demonstrates that users of

chatbots integrating into existing mental health apps gener-

ally indicate high satisfaction and positive feelings regard-

ing  their  interactions  with  such chatbots.  Data  was  also

gathered regarding the common themes students brought

up in their interactions with Luna (Figure 4), with anxiety

being the most common topic students wanted to discuss.

Again, these results are consistent with the common rea-

sons  people  make  use  of  chatbots,  frequently  including

themes of anxiety, stress, depression, and self-care as report-

ed by [35].

Perceived usefulness of Luna

The utility of Luna as a mental health support tool

was affirmed by most respondents (Figure 5), with 90.39%

providing a  usefulness  rating between 3 ("useful")  and 5

("very useful"). The finding demonstrates strong confidence

in the chatbot's potential to positively influence student wel-

l-being and serve as a supportive resource. These results are

consistent with a recent meta-analysis which showed that

AI-based chatbots were initially effective in treating anxiety

and depression [36].

Another  meta-analysis  reported  high  usefulness

ratings among participants from multiple studies, with bene-

fits such as privately practicing conversations, preparing for

conversations  with  mental  health  professionals,  and  creat-

ing a sense of self-accountability [12].

Comparison of students v. non-students

An analysis was performed comparing the respons-

es of students v. non-students regarding themes of interac-

tions,  perceived  usefulness,  and  perceived  safety.  The  per-

centage of responses mentioning different themes from stu-

dents compared with non-students are listed in Table 1.

For  themes  mentioned  both  individually  and  in

combination  with  other  themes,  ‘alone’  and  ‘overall’  are

used  as  descriptors,  with  ‘alone’  referring  to  responses

where the said theme has been mentioned individually, and

‘overall’  referring  to  any  response  containing  the  said

theme,  alone  or  in  combination  with  others.

The frequency of select themes (overall counts for

Anxiety,  Depression,  and  Time  Management)  mentioned

by  students  v.  non-students  were  compared  for  statistical

significance  using  a  two-tailed  t-test  assuming  unequal

variances.  No  results  were  found  to  be  statistically  signifi-

cant,  with  p-values  all  exceeding  0.05,  specifically  0.811

(Anxiety),  0.324 (Depression),  and 0.646 (Time Manage-

ment).

Several themes were only mentioned by one of the

two  groups.  Themes  only  mentioned  by  students  include

Stress, Mindfulness, Relationship, and combinations of mul-

tiple  themes  including  Anxiety  and  Depression,  Anxiety

and  Time  Management,  and  Anxiety,  Stress,  and  Depres-
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sion. Themes only mentioned by non-students include De-

pression (alone), Exam Concerns, and Study Techniques.

Participants rated their perceived usefulness of Lu-

na on a scale of 1 to 5, with 1 being very little use and 5 be-

ing very useful. A comparison of the mean usefulness rating

between students v. non-students was conducted for statisti-

cal  significance  using  a  two-tailed  t-test  assuming  unequal

variances, with results shown in Table 2. A significant differ-

ence was found, with students rating Luna as more useful

on average than non-students, with a p-value of 0.0359 (p <
0.05).

A more detailed analysis of the perceived safety of

LUNA  was  conducted.  Participants  were  asked  to  answer

‘Yes’ or ‘No’ regarding whether they perceived Luna to pro-

vide  safe  and  appropriate  responses  during  interactions.

The student group responded ‘Yes’ 100%, while the non-stu-

dent group responded ‘Yes’ only 86.67% of the time. These

differences were not found to be statistically significant (p =

0.164, p > 0.05) after using a two-tailed t-test assuming une-

qual variances.

Area for improvement

Despite the overall positive reception, 9.62% of par-

ticipants gave a low usefulness rating of 1 ("not useful at al-

l") or 2 ("somewhat useful"). These ratings point to areas for

improvement and the need to understand the specific short-

comings perceived by these users.

Detailed  analysis  of  this  feedback  was  used  to

refine  Luna's  response  mechanisms to  ensure  that  it  meets

the  diverse  needs  of  all  student  demographics.  Prior  re-

search  into  the  drawbacks  of  AI  chatbots  in  mental  health

include  perceptions  of  limited  personalization,  becoming

caught in conversational loops, and inappropriate use of re-

ferrals  to  crisis  support  services,  either  presenting  such re-

sources  when  not  needed  or  not  doing  so  when  they  were

[35].

Qualitative analysis of common data

Table  3  categorizes  specific  pieces  of  feedback

(coded data extracts) from survey responses into broader

themes. Each entry in the "Data Extract" column represents

a comment from the user feedback field, aligned with a spe-

cific "Code" that identifies a key aspect or concern men-

tioned by the respondent. These are then linked to the "Gen-

erated Theme," which groups similar codes into meaningful

categories that represent overarching insights or issues high-

lighted by the respondents.

Discussion

The thematic analysis of user feedback on Luna re-

veals critical insights into the chatbot's functionality and us-

er satisfaction.

As  separately  detailed  below,  five  main  themes

emerged from analyzing the coded survey responses: (1) Pri-

vacy and Data Security, (2) Response Quality & Utility, (3)

User Experience Customization, (4) Accessibility of Supple-

mentary Support,  and (5) Communication Style.  Together,

these  derived  themes  highlight  the  prevalent  concerns  and

suggestions for improvement.

Privacy and data security

Concerns  about  privacy  and  data  security  were

prominent  among  users.  Participants  expressed  apprehen-

sion regarding the confidentiality of their interactions with

Luna, questioning how data privacy is maintained. For ins-

tance, one user asked whether "questions asked by students

will remain private and not become public."

This theme underscores the necessity for stringent

data  protection  measures  and  transparent  communication

about how user data are handled, which are crucial for main-

taining trust in AI systems. Concerns regarding data priva-

cy  and  security  are  common  in  discussions  regarding  AI

chatbots. Recommendations from researchers in this area in-

clude implementing proper disclosures regarding use of pa-

tient data, whether that be simply storing said data or using

data to further train AI models, following data privacy legis-

lation where appropriate, and disclosure regarding data stor-

age and security [37].

Response quality & utility

Feedback  on  the  quality  and  utility  of  Luna's  re-

sponses  was  mixed.  While  many  users  found  the  chatbot's

suggestions helpful, there was notable feedback concerning

the adequacy of responses, especially regarding severe men-
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tal  health  issues.  For  example,  one  participant  highlighted

the need for more than just a number to call when discuss-

ing  active  suicidal  thoughts,  suggesting  a  limitation  of  the

guardrails  that  were  implemented  to  specifically  avoid  this

conversation in Luna’s willingness to handle crises effective-

ly.

Essentially, this theme indicates the importance of

a  policy  regarding  more  robust  support  in  critical  situa-

tions. Other research has identified this limitation regarding

the use of AI chatbots in mental health support [14,35].

User experience customization

The  desire  for  personalized  interactions  emerged

as  a  significant  theme.  Users  expressed  preferences  for  re-

sponses  that  are  tailored  to  individual  needs  and  circums-

tances,  with  suggestions  for  Luna  to  "remember  previous

conversations" to enhance personalization.

More  specifically,  this  theme  reflects  the  growing

expectation for AI services to adapt to individual user pro-

files,  enhancing  the  relevance  and impact  of  their  support.

These participant experiences have been echoed in the litera-

ture [35,37], with concerns regarding genericness of chatbot

responses as well as responses not being congruent with the

conversation being rendered.

Accessibility of supplementary support

Under  this  theme,  users  generally  recommended

that Luna integrates more actionable support resources, for

example, local mental health services and/or immediate hel-

plines.  As  to  the  suggestion  to  "include  local  support  re-

sources in the chat," it clearly points to a need for Luna to of-

fer  more  than  generic  advice;  in  other  words,  there  is  the

need  to  provide  users  with  practical,  location-specific  op-

tions for assistance.

Briefly,  this  theme  highlights  the  potential  for  AI

chatbots to act as gateways to a broader ecosystem of men-

tal health resources.

Communication style

Preferences regarding the communication style of

Luna  were  also  noted.  Users  favored  concise  and  clear  re-

sponses,  with  feedback  indicating  that  some  of  Luna's  re-

plies  were  overly  lengthy  and complex.  As  one  user  put  it,

the  answers  were  "very  lengthy...  most  college  students

would  prefer  shorter,  more  bite-sized  answers."

Put  simply,  this  theme  stresses  the  need  for  AI

communication to be easily digestible and adjusted to fit the

typical  user’s  attention  span  and  information  processing

preferences. Figure 6 provides an example of a useful but

verbose response.

Apparently,  these  user  characterizations  of  Luna

are consistent with common user comments regarding com-

munication style of chatbots. As part of a meta-analysis into

user  perceptions  of  chatbots  [14],  common  issues  brought

up  were  confusing  responses,  shallow  responses,  and  re-

sponses  containing  an  overwhelming  amount  of  informa-

tion.

Conclusion

In shaping future health policy, the insights gained

from  AI  pilot  studies  are  invaluable.  Policymakers  must

draw from such research to craft guidelines that encourage

innovation yet maintain a vigilant stance on ethical consid-

erations.  Collaboration  across  educational  and  technologi-

cal domains will be key to advancing mental health support

without compromising on the principles of safety and priva-

cy that are fundamental to student care.

Mental illness is quickly becoming a public health

concern that is demanding mounting resources for the ris-

ing problem to be adequately addressed [34]. Moreover, the

clear  shortage  of  mental  health  resources  in  combination

with  poor  resource  allocation  and  mental  health  literacy

have  been  accentuated  in  communities  which  are  already

struggling  with  growing  limitations  of  various  basic  re-

sources. To address this ongoing struggle, new AI solutions

must now be considered, albeit to be implemented cautious-

ly [30]. Therefore, the rest of the discussion below will offer

insight  into  future  directions,  AI  chatbots  research  limita-

tions and the associated implications for health policy man-

agement  when  developing  and  implementing  AI  chatbots

for  mental  health  based  on  cumulative  users’  perspectives

corresponding  to  their  aggregated  rating  on  Luna  useful-

ness and perceptions vis-à-vis the existing literature.
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Luna usefulness rating

The  high  ratings  of  usefulness  reported  by  most

participants reinforce the potential of AI chatbots as a com-

plementary  tool  for  mental  health  support  in  educational

settings.  These  findings  align  with  the  literature  that

suggests AI can provide personalized, accessible support for

mental well-being [35,36,38]. The safety of interactions, en-

dorsed  by  96%  of  participants,  underscores  the  efficacy  of

the  ethical  guardrails  and  prompt  engineering  techniques

employed during Luna's development.

Comparison with existing literature

The feedback from the qualitative remarks for the

pilot  exploration  of  Luna  indicated  that  there  was  a  desire

for the chats to be kept private, and for the conversation to

be truncated into sizes that reflect a human conversation.

Clearly, future chatbots to be developed for mental

health applications must respect these concerns about priva-

cy and the desire for more concise and actionable responses

to be reflective of ongoing discussions in the field about the

limitations of AI in mental health [37]. Additionally, the mi-

nority  of  users  who  rated  Luna  as  less  useful  highlight  the

importance of user-centric design and the need for AI chat-

bots to adapt to the varied expectations of users, a challenge

also noted in current research [12].

Implications for AI learning environments

The  study's  findings  have  significant  implications

for  the  management  of  unintentional  learning  environ-

ments and incidental  learning environments within educa-

tional institutions. There is a clear need for policies that en-

sure  the  ethical  deployment  of  AI  tools,  safeguarding  user

privacy and rights.  These policies must address the diverse

needs  of  the  user  population.  For  example,  integrating  AI

chatbots like Luna could be part of a broader strategy to en-

hance  student  mental  health  services,  and independent  tu-

toring systems suggesting that policy frameworks should in-

clude provisions for the use of emerging technologies.

Recent perspectives from mental health profession-

als [39] indicate that a majority suggested chatbots for men-

tal  health  could be  helpful  for  their  clients.  These  perspec-

tives,  along  with  feedback  from  research  participants,

suggest that chatbots could play a valuable role in uninten-

tional  learning  environments.  For  instance,  interactions

with  AI-driven  tools  like  Luna  can  facilitate  the  develop-

ment  of  emotional  intelligence  and  self-care  skills,  which

are essential for overall student well-being. Clear policy will

be required to fully assess the most appropriate route of util-

ization,  whether it  be in combination with traditional  sup-

ports or as a stand-alone resource.

These implications contribute to the broader inter-

disciplinary discourse on the applications, effects, and impli-

cations  of  computer-based  education,  highlighting  the  po-

tential of AI-driven mental health support to create enrich-

ing unintentional learning environments. This approach en-

sures that technological innovations are leveraged effective-

ly and ethically to benefit student well-being.

Limitations and areas for future research

While the pilot results are promising, they also re-

veal limitations that warrant further investigation. For exam-

ple,  the  lower  usefulness  ratings  by  some  participants

suggest  that  future  research  should  explore  the  customiza-

tion of AI chatbot interventions to better address individual

preferences  and  needs.  Such  a  limitation  has  been  echoed

by previous researchers [12] and remains an area for further

development in the field of chatbot development.

The  recommendations  from  this  study  were  used

to develop a new version of Luna called Luna 2.0. Yet, there

are  some  contradictions  between  feedback  from  the  study

whereby participants  requested chat  history be  available  to

them so they can continue the previous conversation, while

IRB  would  not  approve  holding  historical  chat.  Another

area  of  discrepancy  between  the  IRB  and  the  pilot  study

feedback was the request that all chats should be monitored

for compliance, while the pilot study participants requested

that  chats  remain private.  Such concerns surrounding data

privacy  and  security  are  a  frequent  topic  of  discussion  re-

garding  chatbots  for  mental  health  and  AI  in  general,  as

brought up in previous research [37,39], particularly consid-

ering  that  many  users  mention  the  ability  to  share  embar-

rassing or sensitive information with chatbots as a feature of

the technology.

There is also a need for additional studies that fo-
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cus on the long-term effectiveness of AI chatbots in support-

ing mental health and their integration with traditional ther-

apeutic services. The thematic analysis reveals that while Lu-

na is valued for its potential to support mental health, there

are significant areas for improvement to fully meet user ex-

pectations.  Enhancing  privacy  protections,  refining  re-

sponse quality, personalizing interactions, expanding acces-

sible  resources,  and  optimizing  communication  style  are

critical  steps  forward.  By  addressing  these  various  key

themes, mental health specialists can enhance Luna's effec-

tiveness  and user  satisfaction,  thereby fulfilling its  promise

as a supportive tool in mental health care within education-

al settings.

Finally, our pilot analysis not only informs key ar-

eas for improving Luna construction and development but

also contributes to broader discussions on the integration of

AI  in  mental  health  services,  with  implications  for  policy,

practice,  and user  engagement.  The integration of  AI tools

like Luna into educational settings reveals significant poten-

tial  to  support  student mental  health,  as  mental  health is  a

priority.  The  study's  findings  underscore  the  necessity  for

policies that enable safe and ethical adoption of AI chatbots,

with  a  focus  on  safeguarding  student  privacy  and  well-be-

ing. Today, health policy must navigate the complexities of

new technology while upholding the highest standards of da-

ta  protection  and  ethical  responsibility.  The  proactive  in-

volvement  of  IRBs  exemplifies  the  rigorous  scrutiny  re-

quired  to  ensure  these  standards  are  met.
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